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Abstract
As one out of the biggest country that produce Tuna in the world, Indonesia supply more than 16% of total production from 7.7 million metric tons of tuna. Exported tuna must have a good quality, to know the quality of tuna it must be tested by trained panelist that required approved certification. Tuna quality can be tested by using Organoleptic that checked color, texture, smell, and appearance. In this thesis, the feature of color and texture of the tuna will be extracted using Color Histogram and Grey Level co-Occurrence Matrix. The result of the classification by using Support Vector Machine as the classifier is 81.6% with 36 data contain 13 grade A data, 11 grade B data, and 12 grade D data.
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1. Introduction
1.1. Background
Data released by Food and Agriculture Organization in 2012 that was written in perumperindo.co.id, Indonesia is 3rd rank in the world in fisheries production below China and India. Tuna is one of the biggest products that make Indonesia become one out of the biggest country that produce tuna in the world with catches worth up to 5 Million US Dollar [2]. In 2016, Indonesia itself supply more than 16% of total production from 7.7 million metric tons of tuna. Meanwhile in 2017, Indonesia’s tuna export volume reach 198.131 ton with worth 659.99 Million US Dollar. Tuna that will be exported must have a good quality meat. A good quality tuna meat must be tested by trained panelist [3].

To know the quality of Tuna meat, it can be achieved through a test called Organoleptic. Organoleptic is a quality test that use human sense to measure the quality of the meat. Organoleptic test used in tuna meat have some indicator such as color, smell, appearance, and texture [3]. The grade of tuna meat can be different in every company. Company that used to collect the data in this final year task have grade A, grade B, and grade D.

In 2007 [17], there’s a research that make for checking the freshness of tuna meat is using Wavelet and Local Binary Pattern method and gain 75% accuracy. The same research was conducted in 2019 by using RGB extraction and get 86.667% accuracy [21]. To gain more evidence to know that GLCM method is good for this task is based on a research in 2018 [5], a research to classify chicken meat using GLCM and Color Feature method have an accuracy of 98%. Because of that, author suggest to use Color Histogram and Grey Level co-Occurrence Matrix (GLCM) method to be used for this research and use Support Vector Machine (SVM) as the classifier method.

1.2. Problem Identification and Limitations
Based on background described above, a problem can be formulated for this final task is:

1. How to make a tuna meat grade classification system using Color Histogram and Grey Level co-Occurrence Matrix (GLCM) and Support Vector Machine (SVM) as the classifier?

There’s a limitation for this final task as follow:

1. Dataset that used was taken manually by the author.
2. Dataset that used was from PT Parlevliet Paraba Seafood
3. Grade that will be classified is grade A, grade B, and grade D only.
4. The tuna that will be used is Yellow Fin Tuna.
1.3. Goal
The aim of this final task is:

1. To make a classification system for tuna meat grade using Color Histogram and Grey Level co-occurrence Matrix (GLCM) and Support Vector Machine (SVM) as the classifier.

2. Related Studies

2.1. Literature Review

<table>
<thead>
<tr>
<th>No.</th>
<th>Title</th>
<th>Topic</th>
<th>Method</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Chicken Meat Freshness Identification using Colors and Textures Feature</td>
<td>Image Classification</td>
<td>Grey Level co-occurrence Matrix (GLCM) dan Support Vector Machine (SVM)</td>
<td>Generate an Accuracy of 98% with SVM using a webcam.</td>
</tr>
<tr>
<td>2</td>
<td>Sintesa Recognition Tekstur dan Warna Terhadap Daging Tuna</td>
<td>Image Classification</td>
<td>Texture Feature and Color</td>
<td>Have a good accuracy with R average as the dominant feature.</td>
</tr>
<tr>
<td>3</td>
<td>Tuna Fish Classification using Decision Tree Algorithm and Image Processing Method</td>
<td>Image Classification</td>
<td>Grey Level co-occurrence Matrix (GLCM) dan Decision Tree</td>
<td>Using decision tree as the classifier, researcher resulting accuracy of 88%.</td>
</tr>
<tr>
<td>4</td>
<td>Fish Freshness Classification Method Based on Fish Image using k-Nearest Neighbor</td>
<td>Image Classification</td>
<td>k-Nearest Neighbor</td>
<td>Using 3 different kind of fish, resulting accuracy of 91.36%.</td>
</tr>
</tbody>
</table>

Table 2.1 Literature Review

2.2. Tuna Fish
Tuna is a pelagic fish with a wide range of power and is in the Thunini family, which consists of several genera which have sizes from small to very large. Besides having a good taste, tuna also has many benefits for the human body. That is because tuna has various nutritional content such as A, B6, and B12 as well as high protein omega3 to rich in minerals [9].

Tuna fish that will become the dataset is originally owned by PT Parlevliet Paraba Seafood and the type of tuna fist that will become the dataset is Yellow Fin Tuna only. The 3 grade that is going to be used is:

1. Grade A
This grade of tuna meat has bright red color all over the body until its tail.
2. Grade B
This grade of tuna meat has red color that is not too bright like grade A, the red color has faded from body until its tail.

![Image 2.2 Grade B](image2.2-gradeb)

3. Grade D
This grade of tuna meat has a mix color between red and brown from the body to the tail.

![Image 2.3 Grade D](image2.3-graded)

2.3. RGB as Color Feature
RGB Color space model have 3-main color model, there are Red (R), Green (G), Blue (B). The black color in RGB is represented in \( R = G = B = 0 \), while white color is represented in \( R = G = B = 255 \). RGB Color space have a strong relation with light [5]. That cause RGB color space is very sensitive to the change of light and noise [5].

![Image 2.4 RGB Color Space](image2.4-rbg)

2.4. HSV as Color Feature
HSV consists of 3 color models, namely Hue (H), Saturation (S) and Value (V). HSV was first introduced by a.r. Smith in 1978 [5] where HSV has the advantage of the same color as the color produced by the human senses. HSV color space. The concept of the cone, seen from the side of the cone circumference,
Hue is represented as the angle of each color in the cone to the 0 ° line where it represents red. Saturation is represented as the distance to the midpoint of the cone circle, the color that has a high saturation value is on the strongest side of the cone while the lowest saturation value is in the middle of the cone. Values that represent the resolution of the vertical position of the cone, at the cusp of the cone, none of them reflect all colors to black, while on the other hand all colors have control [5] [12].

2.5. Grey Level Co-Occurrence Matrix (GLCM)

GLCM is a statistical method used to calculate feature textures by considering the spatial relationship of the gray pixels of an image. The GLCM matrix characterizes image textures through the calculation of several pairs of pixels that have specific spatial relationships and value relationships in an image. GLCM is made by calculating the frequency of a pixel with intensity i meeting pixels with intensity j in a specific spatial relationship [10].

The angle orientation θ is in 4 angular directions, namely 0 °, 45 °, 90 ° and 135 ° [5]. GLCM provides information about image textures including [5] [10].

1. Contrast
Contrast is the difference of a pixel from the value next to it which can be calculated using equation (1). The contrast value is between 0 and (N1) 2 where N is the number of lines in GLCM.

\[
\sum_{i,j} |i - j|^2 p(i,j) \tag{1}
\]

2. Correlation
Correlation is a feature that calculates the correlation of a pixel with other pixels which can be calculated using equation (2). The range of correlation values between -1 and 1.

\[
\sum_{i,j} \frac{(i-\mu_i)(j-\mu_j)p(i,j)}{\sigma_i\sigma_j} \tag{2}
\]

3. Homogeneity
Homogeneity is a feature that reverses the value of the proximity distribution between GLCM elements and diagonal GLCM which can be calculated using equation (3). The range of homogeneity values is between 0 to 1.

\[
\sum_{i,j} \frac{p(i,j)}{1+|i-j|} \tag{3}
\]

4. Energy
Energy is a feature that reverses the value of the number of boxes in each element in GLCM which can be calculated using equation (4). The range of energy values is between 0 to 1.

\[
\sum_{i,j} p(i,j)^2 \tag{4}
\]

2.6. Support Vector Machine (SVM)
Support Vector Machine (SVM) has been used to analyze and identify a pattern that can solve classification and analysis problems [14] [15]. SVM was introduced by Vapnik and Cortes which aimed at the classification process to maximize margins between class classification boundaries [15] [16]. Basically, SVM functions to find the best hyperplane that has the highest margin, the margin itself has the meaning as the sum of the hyperplane distance to the nearest point of each classification class.

Image 2.6 (a) hyperplane with small margin (b) hyperplane with big margin
3. **Built Systems**  
3.1. **System Overview**  
   In this final project research, there are several stages that will be carried out during the research. These stages are image capture, after capturing the image that will be used as dataset, the image next is cropped manually. Next step is preprocessing the data which convert the data into greyscale for GLCM feature extraction and image enhancement for color feature extraction. After preprocessing, next step feature extraction using GLCM and Color Histogram then combining both feature into one and last is classification using SVM classifier.

![Image 3.1 System Overview Flowchart](image)

3.2. **Data Retrieval**  
   The dataset that will be used is a picture of tuna meat from PT Parlevliet Paraba Seafood that will be taken using a camera. The shooting technique uses a mini studio that will be purchased which will maximize the results of the images.

![Image 3.2 Data Retrieval Technique](image)
The distance between the digital camera and the tuna is 30cm. The LED lights and black background are useful for maximizing the results of shooting meat which will be used as data for this research.

Each picture taken will be labeled in advance by experts from the relevant company so that after the classification process can be immediately determined its accuracy. After getting the image of tuna meat, next thing is to crop the image into several image so the dataset that will be used is increasing for better result.

### 3.3. Feature Extraction

To get the required values, the image that was taken previously will be convert the image to grayscale. In the next step, the converted image will be entered into the image feature extraction process using the GLCM method which will produce the values needed for the next process, namely classification.
3.4. Classification

In the classification process, Support Vector Machine is used as a classification method where the data that has been obtained from the feature extraction will then be input in this method. After the data is entered, the data will be normalized and determine the parameters. In the next step, the data will be trained and tested based on the evaluation of the model. After the evaluation process is completed, the classification process will be carried out by SVM.

![Image 3.7 SVM Classifier Flowchart [Researchgate.net]](image)

3.5 Evaluation Design

This is needed to evaluate the model and the results of the evaluation refer to the accuracy value that can be calculated with the formula:

\[
\text{accuracy} = \frac{\text{correct number of guesses}}{\text{amount of test data}} \times 100\% \tag{5}
\]

4. Evaluation

The program will be executing with 4 different scenarios to get the comparison between each scenario. Scenario 1 will use GLCM and RGB Histogram, Scenario 2 will use GLCM and HSV Histogram, Scenario 3 will use both RGB and HSV Histogram and GLCM with default SVM parameter, and Scenario 4 will use both Color histogram and GLCM with tuned SVM parameter. Each scenario will be validated using Stratified 10-Fold Cross Validation. Therefore, the actual feature for each grade is shown in Table 4.1.

<table>
<thead>
<tr>
<th>No</th>
<th>Grade</th>
<th>Histogram before Enhance</th>
<th>Histogram After Enhance</th>
<th>Grey Level co-Occurrence Feature</th>
</tr>
</thead>
</table>
| 1  | Grade A | ![Histogram before Enhance](image) | ![Histogram After Enhance](image) | Contrast = 0.28211748  
Homogeneity = 0.92449763  
Energy = 0.38446501  
Correlation = 0.9734567 |
| 2  | Grade B | ![Histogram before Enhance](image) | ![Histogram After Enhance](image) | Contrast = 0.02665029  
Homogeneity = 0.98667485  
Energy = 0.82721782  
Correlation = 0.94768606 |
| 3  | Grade D | ![Histogram before Enhance](image) | ![Histogram After Enhance](image) | Contrast = 0.07856289  
Homogeneity = 0.96187542  
Energy = 0.53122642  
Correlation = 0.96814319 |

Table 4.1 Actual Feature for each grade
4.1. Testing Results

4.1.1. Scenario 1

In this scenario, only use GLCM Feature and RGB Histogram that will be used to run the program. It produces an accuracy of 61.66%.

<table>
<thead>
<tr>
<th>FOLD 1</th>
<th>FOLD 2</th>
<th>FOLD 3</th>
<th>FOLD 4</th>
<th>FOLD 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>Test</td>
<td>Train</td>
<td>Test</td>
<td>Train</td>
</tr>
<tr>
<td>32</td>
<td>4</td>
<td>32</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td>Result = 75</td>
<td>Result = 50</td>
<td>Result = 75</td>
<td>Result = 50</td>
<td>Result = 25</td>
</tr>
</tbody>
</table>

Table 4.2 Result of GLCM and RGB Histogram

4.1.2. Scenario 2

In this scenario, only use GLCM Feature and HSV Histogram that will be used to run the program. It produces an accuracy of 79.1%.

<table>
<thead>
<tr>
<th>FOLD 1</th>
<th>FOLD 2</th>
<th>FOLD 3</th>
<th>FOLD 4</th>
<th>FOLD 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>Test</td>
<td>Train</td>
<td>Test</td>
<td>Train</td>
</tr>
<tr>
<td>32</td>
<td>4</td>
<td>33</td>
<td>3</td>
<td>33</td>
</tr>
<tr>
<td>Result = 75</td>
<td>Result = 66</td>
<td>Result = 66</td>
<td>Result = 66</td>
<td>Result = 66</td>
</tr>
</tbody>
</table>

Table 4.3 Result of GLCM and HSV Histogram

4.1.3. Scenario 3

In this scenario, use both Color Histogram and GLCM Feature will be used to run the program with default SVM parameter. It produces an accuracy of 76.6%.

<table>
<thead>
<tr>
<th>FOLD 1</th>
<th>FOLD 2</th>
<th>FOLD 3</th>
<th>FOLD 4</th>
<th>FOLD 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>Test</td>
<td>Train</td>
<td>Test</td>
<td>Train</td>
</tr>
<tr>
<td>32</td>
<td>4</td>
<td>32</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td>Result = 75</td>
<td>Result = 50</td>
<td>Result = 75</td>
<td>Result = 50</td>
<td>Result = 75</td>
</tr>
</tbody>
</table>

Table 4.4 Result of GLCM and both Color Histogram with default SVM Parameter

4.1.4. Scenario 4

In this scenario, use both Color Histogram and GLCM Feature will be used to run the program with tuned SVM parameter. Which is penalty = 1L, dual = False. It produces an accuracy of 81.6%.

<table>
<thead>
<tr>
<th>FOLD 1</th>
<th>FOLD 2</th>
<th>FOLD 3</th>
<th>FOLD 4</th>
<th>FOLD 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>Test</td>
<td>Train</td>
<td>Test</td>
<td>Train</td>
</tr>
<tr>
<td>32</td>
<td>4</td>
<td>33</td>
<td>3</td>
<td>33</td>
</tr>
<tr>
<td>Result = 100</td>
<td>Result = 100</td>
<td>Result = 100</td>
<td>Result = 100</td>
<td>Result = 66.6</td>
</tr>
</tbody>
</table>

Table 4.5 Result of GLCM and both Color Histogram with tuned SVM Parameter
4.2. Analysis of Results of Testing

Based on test result where 4 scenarios where each scenario have different result. From scenario 1 to scenario 4, the accuracy is increasing while adding more feature extraction method and tuned the SVM parameter. The best accuracy is obtained from Scenario 4 where both color histogram and GLCM is used with tuned parameter in SVM classifier.

Total data used for this test is 36 data where it contains 13 data for Grade A, 11 data for grade B, and 12 data for grade D. Confusion matrix will provide more information for the model. Table 4.6 provide information from the best scenario which is scenario 4.

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>A</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.6 Confusion Matrix

The wrong predicted data from table above show data from grade B is predicted as grade D, it applies the other way round. It is because both grades almost have similar feature from color histogram and GLCM as show in table 4.7.

<table>
<thead>
<tr>
<th>Image</th>
<th>Histogram Before Enhance</th>
<th>Histogram After Enhance</th>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade B</td>
<td><img src="image.png" alt="Image" /></td>
<td><img src="image.png" alt="Image" /></td>
<td><img src="image.png" alt="Image" /></td>
<td>Grade B</td>
</tr>
<tr>
<td>Grade D</td>
<td><img src="image.png" alt="Image" /></td>
<td><img src="image.png" alt="Image" /></td>
<td><img src="image.png" alt="Image" /></td>
<td>Grade D</td>
</tr>
</tbody>
</table>

Table 4.7 Wrong Prediction

The data is predicted wrong because after enhancing the image by adding contrast and color, it has similar value in red color with grade D.

5. Conclusion

The use of Color Histogram combines with Grey Level co-Occurrence Matrix method for this system resulting good accuracy 81.6% with some tuning in classifier which is Support Vector Machine. The result of cross validation can be improved by adding more data. The model that is created is not yet by any means perfect.

More feature extraction method can be added, tuning more parameter from both feature extraction method and classifier, adding more data, and the process of taking pictures is made as well as possible, it aims to make the feature extraction results better and make better accuracy for future research.
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