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Abstrak — Keterbatasan lahan parkir disertai dengan 

peningkatan jumlah kendaraan menyebabkan masalah-

masalah kemacetan, menghabiskan waktu mencari tempat 

parkir, dan tempat parkir kosong yang sia-sia. Agar masalah 

tersebut dapat diatasi, sistem parkir pintar digunakan  untuk 

mengatasi masalah tersebut agar pengemudi mudah dalam 

mencari tempat parkir sehingga tidak terjadi kemacetan dan 

tidak terdapat slot kosong yang sia-sia. Salah satu subsistem 

dalam sistem parkir pintar adalah sistem pendeteksian 

ketersediaan slot. Paper ini membahas bagian sistem tersebut, 

khususnya pada deteksi objek mobil dari gambar, agar data 

hasil deteksi dan klasifikasi tersebut dapat digunakan untuk 

deteksi ketersediaan slot dan fitur seperti reservasi. Model yang 

digunakan pada paper ini untuk mendeteksi mobil dan 

klasifikasi jenis mobil yaitu model YOLOv8s. Model tersebut 

dilatih dengan menggunakan data gambar yang diambil dari 

tempat parkir luar gedung TULT Telkom University dengan 

jumlah data gambar yang terbatas. Hyperparameter pada model 

YOLOv8s kami ubah yaitu weight decay dan freeze. Nilai 

performa terbaik didapatkan dengan nilai weight decay 0.1 lalu 

melatih lagi dengn freeze 4 layer, dimana nilai mAP, F1-Score, 

dan kecepatan pemrosesan data gambar yaitu 99.2%, 98%, dan 

1.95 milidetik secara berurutan. Namun model terbaik tersebut 

belum tentu baik dalam mendeteksi dan mengklasifikasi objek 

mobil pada data baru. 

Kata kunci— YOLOv8s, Deteksi, Klasifikasi, Weight Decay 

 

I. PENDAHULUAN 

Lahan parkir yang terbatas serta peningkatan jumlah 

kendaraan, menimbulkan masalah-masalah dalam aktivitas 

melakukan parkir kendaraan [1]. Masalah tersebut pun terjadi 

pada lingkungan tempat parkir Telkom University, tepatnya 

di luar gedung TULT. Contoh dari masalah-masalah tersebut 

yaitu pengendara harus menghabiskan waktunya untuk 

mencari tempat parkir. Kemacetan juga ditimbulkan karena 

pengendara harus mengantri ketika mencari tempat parkir. 

Selain itu, slot parkir kosong dapat tidak ditemukan oleh 

pengendara secara sia-sia karena tersembunyi dari pandangan 

pengendara.  

 Sistem parkir pintar yang berkembang 

menggunakan teknologi-teknologi IoT dapat menjadi solusi 

terhadap masalah dalam aktivitas parkir kendaraan. Salah 

satu komponen dalam parkir pintar yaitu sistem pendeteksi 

ketersediaan slot parkir yang berbeda-beda yang terdiri dari 

perangkat keras untuk mengambil data dan proses 

pengolahan data tersebut untuk mengetahui ketersediaan slot 

parkir. 

Kondisi lingkungan tempat parkir mobil seperti 

banyaknya slot parkir mobil yang harus dicakup, jenis tempat 

parkir mobil (indoor/outdoor), dan cuaca di tempat parkir 

mempengaruhi pemilihan metode pendeteksian ketersediaan 

slot yang akan digunakan [2]. Pada paper ini metode yang 

digunakan adalah teknik pengolahan sinyal gambar dari 

kamera untuk mendeteksi mobil dan klasifikasi jenis mobil. 

Pengolahan sinyal gambar dari kamera di luar ruangan dapat 

terpengaruh oleh dampak cuaca, namun hal tersebut dapat 

diatasi dengan memperbaiki model pengolahan sinyal 

gambar [3]. Deteksi mobil menggunakan pengolahan sinyal 

gambar dari kamera memiliki biaya penerapan dan 

pemeliharaan yang mahal [4], namun kelebihanya yaitu satu 

sensor kamera dapat menganalisis lebih dari satu slot parkir 

sehingga lebih efektif dalam hal pembiayaan pada area 

tempat parkir yang luas [5]. Selain itu pengolahan sinyal 

gambar dari hasil tangkapan kamera dapat menghasilkan fitur 

lebih banyak dibandingkan dengan metode lainya [3].  

Beberapa model machine learning telah digunakan 

dalam pengolahan sinyal gambar untuk mendeteksi objek 

mobil dan klasifikasi jenis mobil dari gambar [6][7][8][9]. 

Faster R-CNN dilatih dan divalidasi pada dataset KITTI 

dengan menggunakan ResNet mendapatkan nilai skor F1 

sebesar 76,9% dengan mengubah parameter learning rate 

menjadi 0,0001 [7]. Selain itu model Faster R-CNN tersebut 

dibandingkan dengan YOLOv3 dan YOLOv5, dimana model 

YOLOv3 dan YOLOv5 menghasilkan nilai mAP sebesar 

56% dan 84,81% secara berurutan. Waktu pemrosesan 

terpendek dari perbandingkan model tersebut yaitu 

didapatkan oleh model YOLOv3 dengan waktu 15ms, 

sedangkan waktu pemrosesan terlama yaitu model Faster R-

CNN dengan kecepatan pemrosesan 2763ms. Penelitian 
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menggunakan model YOLOv5 dilakukan juga dengan 

melatih dan memvalidasinya menggunakan dataset gambar 

mobil yang diambil di jalan iraqi, dimana model YOLOv5 

tersebut dapat mengklasifikasi jenis mobil dengan nilai mAP 

dan skor F1 terendah sebesar 92,4% dan 90%. Model DETR-

SPP digunakan untuk mendeteksi kendaraan pada dataset MS 

COCO dengan hasil mAP 51,31% dan lama waktu 

pemrosesan 53 FPS [9]. Dengan dataset yang sama pada 

percobaan tersebut, nilai mAP menggunakan model DETR 

lebih tinggi dibandingkan YOLOv3-tiny dan faster R-CNN 

namun memiliki lama waktu pemrosesan lebih lama 

dibandingkan kedua model tersebut [9].  

 Penelitian kami yang dibahas pada paper ini memiliki 

batasan penelitian mengenai model machine learning untuk 

mendeteksi mobil dan klasifikasi jenis mobil dari data 

gambar yang diambil pada tempat parkir luar gedung TULT 

Telkom University. Data hasil deteksi mobil dan klasifikasi 

jenis mobil tersebut dapat berguna untuk pengolahan data 

selanjutnya seperti deteksi ketersediaan slot parkir mobil, 

reservasi mobil, dan lainya. Data gambar kami ambil dari 

CCTV yang diletakan berhadapan dengan blok parkir mobil 

yang dilakukan untuk melatih model ML dan validasi 

performa model ML. Data gambar tersebut kemudian 

diaugmentasi dengan memotong, melakukan mosaic, 

menambah kecerahan, mengurangi kecerahan, dan 

membalikan secara horizontal. Lalu model tersebut dilatih 

dengan mengubah beberapa hyperparameter hyperparameter 

model YOLOv8s yaitu weight decay dan freeze. Nilai weight 

decay yang dicoba yaitu 0.0005, 0.001, 0.01, dan 0,1. Layer 

yang dilakukan freeze dicoba dua kali yaitu freeze sebanyak 

4 layer dan freeze sebanyak 8 layer. Selain itu 

hyperparameter 8mosaic9, 8hsv_s9, dan 8hsv_v9 dimatikan, 
data gambar telah diaugmentasi di luar pelatihan model 

YOLOv8s. 

 

II. KAJIAN TEORI 

Bagian ini kan menjelaskan teori-teori mengenai model 

YOLOv8s, Augmentasi Data Gambar, dan weight decay. 

A. YOLOv8 

YOLOv8 adalah salah satu model machine learning 

YOLO yang dapat mendeteksi objek dan klasifikasi kelas 

objek secara bersamaan. Arsitektor model YOLOv8 terdiri 

dari tiga komponen utama yaitu backbone, neck, dan head. 

Komponen backbone terdiri dari convolutional neural 

network untuk mengekstrak fitur dari inputan data gambar. 

Komponen neck digunakan untuk menyatukan feature maps 

dari beberapa tahapan dari backbone untuk mendapatkan 

informasi dalam beberapa skala. Head digunakan untuk 

membuat prediksi mengenai bounding box, nilai dari objek-

objek, dan probabilitas dari kelas dari setiap potongan sel. 

Prediksi-prediksi tersebut kemudian disatukan untuk 

membuat keputusan terakhir. Tiga invoasi yang terdapat pada 

model YOLOv8 yaitu spatial attention, feature fusion, dan 

bottlenecks dan SPPF. Spatial attentian digunakan untuk 

memberi bobot yang lebih tinggi pada fitur yang menonjol 

pada setiap frame sehingga lokalisasi objek menjadi lebih 

presisi. Feature fusion dilakukan pada modul C2F, dimana 

modul tersebut digunakan untuk menyatukan fitur-fitur 

semantik dengan informasi spasial yang rendah untuk 

meningkatkan akurasi pada objek kecil. Bottlenecks dalam 

CSPDarknet53 backbone digunakan untuk mengurangi 

kompleksitas komputasi ketika. SPPF digunakan untuk 

menangkap fitur dalam ukuran banyak untuk meningkatkan 

performa deteksi. Model YOLOv8 yang kami gunakan 

berjenis YOLOv8s (YOLOv8 small), dimana kedalaman, 

lebar, dan rasio dari YOLOv8s adalah 0.33, 0.5, dan 2.0. 

 

B. Weight Decay pada YOLOv8 

Weight decay pada YOLOv8 menggunakan regularisasi 

L2 untuk mengatasi masalah overfitting. Regulariasi L2 

digunakan untuk meminimalisasi fungsi loss dengan 

membuat bobot menjadi kecil namun tidak menjadikan 

bobotnya bernilai nol. Regularisasi tersebut memberi penalti 

pada jumlah kuadrat bobot. Persamaan (1) menunjukan 

rumus fungsi loss menggunakan regularisasi L2.  

 ��ÿ�Ā� �ĀĀĀ =  1� ∑ (�̂ 2 �)2��=1+ � ∑ ��2��=1  

(1) 

 

III. METODE 

Beberapa langkah dilakukan pada penelitian ini yaitu 

mempersiapkan data, melatih model, validasi model, dan 

analisis hasil validasi model. 

 
A. Persiapan Data Gambar 

Data gambar diambil secara langsung menggunakan 
kamera CCTV yang diletakan pada tiang bambu, dengan 
tinggi peletakan kamera 4 meter. Gambar tempat parkir 
diambil dengan posisi kamera  berhadapan dengan barisan 
slot tempat parkir. Didapatkan 32 gambar dari hasil 
pengangkapan gambar tempat parkir di luar gedung TULT.  

 

GAMBAR 1 
CONTOH HASIL PENANGKAPAN GAMBAR TEMPAT PARKIR 

DARI CCTV 

 Beberapa bagian dari gambar tersebut dipotong agar 
model machine learning hanya melatih dan melakukan 
validasi terhadap slot parkir yang diinginkan (slot parkir yang 
berhadapan). Gambar dipotong dengan sebatas slot yang 
diinginkan, agar nilai hasil performa tidak bias atau hasil hasil 
performa model machine learning hanya menunjukan slot 
yang diinginkan. Gambar dapat dipotong menjadi beberapa 
bagian, dimana Gambar 2 () menunjukan hasil gambar tempat 
parkir yang dipotong menjadi dua bagian. 
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GAMBAR 2 
CONTOH HASIL PEMOTONGAN GAMBAR MENJADI DUA 

BAGIAN 

Setelah gambar dipotong, kemudian objek mobil pada 
gambar tersebut dianotasi dengan empat kelas jenis mobil. 
Kelas jenis mobil tersebut bernama 8hatchback9, 8mpv9, 
8sedan9, dan 8suv9. Data gambar tersebut dibagi menjadi data 
latih dan data validasi sebanyak 75% dan 25% secara 
berurutan. Lalu dilakukan augmentasi sebanyak tiga kali dari 
jumlah data tanpa augmentasi pada data latih dengan jenis 
augmentasi mosaic, menambah tingkat kecerahan 10%, 
mengurangi tingkat kecerahan 10%, dan membalikan gambar 
secara horizontal dengan persentase dilakukan augmentasi 
setiap jenis augmentasi sebesar 50%. Jumlah kelas jenis 
8hatchback9, 8mpv9, 8sedan9, dan 8suv9 pada data latih 
sebanyak 549, 451, 70, dan 400 secara berurutan, sedangkan 
jumlah setiap kelas pada data validasi secara berurutan adalah 
30, 21, 3, dan 16 secara berurutan.  

 

GAMBAR 3  
(CONTOH DATA GAMBAR SETELAH DIAUGMENTASI) 

 

B. Pelatihan Model YOLOv8s 
Model YOLOv8s dilatih dengan mengganti beberapa 

hyperparameter model tersebut. Hyperparameter yang 
diubah secara tetap yaitu Epoch, Batch, mosaic, hsv_s, dan 
hsv_v dengan nilai 150, 16, 0 , 0, dan 0 secara berurutan. 
Nilai mosaic, hsv_s, dan hsv_v diubah menjadi nol agar tidak 
terjadi augmentasi kembali, karena data gambar telah kami 
augmentasi sebelumnya. Lalu model dilatih dengan 
parameter weight decay, dimana empat kali pelatihan model 
menggunakan weight decay yang berbeda-beda dengan nilai 
0.0005, 0.001, 0.01, dan 0.1. Setelah mendapatkan performa 
model YOLov8s terbaik yaitu dengan melatihnya 
menggunakan weight decay sebesar 0.1, kemudian model 
hasil pelatihan tersebut disimpan dengan nama model 
8train419. Lalu model 8train419 dilatih kembali dengan 
menggunakan dataset yang sama, dimana pada pelatihan ini 
dilakukan dua kali dengan hyperparameter freeze yang 
berbeda beda. Hyperparameter freeze digunakan untuk 
membekukan beberapa layer pertama pada model YOLOv8s. 
Pembekuan empat layer dan delapan layer model YOLOv8s 
yang telah dilatih (8train419) dilakukan, dimana hasil 
pembekuan 4 layer menghasilkan hasil lebih baik 
dibandingkan dengan pembekuan 8 layer. Alur pelatihan 
model YOLOv8s ditunjukan pada gambar 4 (Diagram alur 
pelatihan model YOLOv8s) 

  

GAMBAR 4  
(DIAGRAM ALUR PELATIHAN MODEL YOLOV8S) 

C. Validasi Model YOLOv8s 
 Performa model YOLOv8s untuk mendeteksi objek 
mobil dan klasifikasi jenis objek mobil yang telah dilatih 
divalidasi secara ototmatis ketika pelatihan model YOLOv8s 
telah selesai. Nilai-nilai performa yang digunakan untuk 
dianalisis yaitu mAP, precision, recall, dan  F1-Score. Nilai-
nilai performa tersebut dicari dengan menggunakan rumus 
masing-masing yang berbeda, dimana rumus-rumus tersebut 
ditunjukan pada tabel 1 (Persamaan parameter performa 
model deteksi objek dan klasifikasi objek pada gambar). Pada 
table persamaan tersebut terdapat beberapa variabel sebagai 
komponen untuk menghitung parameter performa model 
deteksi dan klasifikasi yaitu TP (True Positive), FP (False 
Positive), N (jumlah data masing-masing jenis kelas objek 
mobil), dan n (jumlah kelas jenis mobil). 

TABEL 1  
(PERSAMAAN PARAMETER PERFORMA MODEL DETEKSI OBJEK 

DAN KLASIFIKASI OBJEK PADA GAMBAR) 

Parameter Performa 

Model Deteksi dan 

Klasifikasi 

Persamaan 

precision āÿ���Ā�Āÿ = ���� + �� 

recall ÿ���ýý = ���� + �� 

F1-Score �1 = 2 × āÿ���Ā�Āÿ × ÿ���ýýāÿ���Ā�Āÿ + ÿ���ýý  

AP (Average 

Precision) 
�� = 1� ∑ �ÿ���Ā�Āÿ(ÿ)�=1,0

�=0,0  

mAP (Mean Average 

Precision) 
þ�� = 1ÿ × ∑ ����=�

�=1  
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IV. HASIL DAN PEMBAHASAN 

Hasil parameter performa model YOLOv8s yang telah 

dilatih dibandingkan hasil parameter performanya antara 

hyperparameter yang berbeda-beda. Perbandingan tersebut 

dilakukan dari sisi hyperparameter weight decay dan freeze.    

 
A. Hasil dan Pembahasan Performa Model YOLOv8s yang 
telah dilatih dengan Nilai Weight Decay yang Berbeda 

Nilai weight decay yang berbeda-beda mempengaruhi 

performa model YOLOv8s dari segi nilai parameter F1-Score 

dan mAP. Nilai F1-Score tertinggi didapatkan ketika nilai 

weight decay adalah 0.1 yaitu 96%, sedangkan nilai F1-Score 

terendah didapatkan ketika model dilatih dengan nilai weight 

decay 0.0005 atau bawaan dari YOLOv8s yaitu 88%. Model 

yang dilatih weight decay 0.001 dan 0.01 memiliki nilai F1-

Score 92% dan 91% secara berurutan. Nilai mAP tertinggi 

didapatkan ketika nilai weight decay 0.1 yaitu 98.4%, 

sedangkan mAP terendah didapatkan ketika nilai weight 

decay 0.0005 yaitu sebesar 95.2%. Nilai mAP ketika nilai 

weight decay 0.001 dan 0.01 yaitu 98% dan 97,4% secara 

berurutan. 

 

GAMBAR 5 

 DIAGRAM BATANG PERBANDINGAN PERFORMA MODEL 

YOLOV8S YAITU F1-SCORE DAN MAP DENGAN NILAI WEIGHT 

DECAY YANG BERBEDA-BEDA 

Grafik box loss dan distribution focal loss yang pada 

gambar 6, menunjukan bahwa terdapat sedikit overfitting 

pada model yang dilatih. Pada grafik box loss dan distribution 

focal loss, kurva loss pada data latih dan data validasi sedikit 

berbeda, dimana pada kurva box loss nilai loss data validasi 

berada dibawah loss data latih, namun ketika epoch di atas 50 

nilai loss data validasi berada di atas loss data latih. Nilai loss 

data validasi pun berada dibawah nilai loss data validasi, 

namun setelah epoch di atas 20, nilai kedua loss tersebut 

mendekat, dimana penurunan signifikan terjadi pada loss data 

latih, namun penurunan tidak signifikan pada loss data 

validasi. Hal tersebut menjadi ciri bahwa model overfitting 

yang disebabkan oleh jumlah data gambar yang kurang. 

 

GARMBAR 6  

KURVA LOSS MODEL PADA DATA LATIH DAN DATA 

VALIDASI MENGENAI BOX LOSS, CLASS LOSS, DAN 

DISTRIBUTION FOCAL LOSS 

 

B. Hasil dan Pembahasan Performa Model YOLOv8s yang 
telah dilatih dengan Nilai Freeze yang Berbeda 

 Model dari pelatihan model YOLOv8s dengan 
menggunakan nilai weight decay 0.1 disimpan dengan nama 
8train419 lalu dilatih dengan mencoba menggunakan nilai 
freeze 4 layer dan 8 layer. Hasil parameter F1-Score pada 
freeze 4 layer lebih tinggi yaitu 98% dibandingkan dengan 
freeze 8 layer yaitu 94%. Hasil parameter mAP pada freeze 4 
layer lebih tinggi yaitu 99.2% dibandingkan dengan 
menggunakan freeze 8 layer yaitu sebesar 98.8%. 

 

GAMBAR 7  
DIAGRAM BATANG PERBANDINGAN PERFORMA MODEL 

8TRAIN419 YAITU F1-SCORE DAN MAP DENGAN NILAI FREEZE 
YANG BERBEDA 
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 Kurva precision-recall menunjukan bahwa model 
memiliki nilai yang seimbang antara precision dan recall. 
Terdapat ketidak seimbangan precision-recall pada kelas 
8suv9, dimana nilai precision lebih tinggi dibandingkan nilai 
recall. Kurva rata-rata semua kelas hampir menyentuh bagian 
sisi bagian kanan dan atas. Pada kurva F1-confidence 
menunjukan F1-Score tertingi didapatkan ketika nilai 
confidence 0.547. Lama waktu proses model 8train419 dari 
hasil pelatihan menggunakan hyperparameter freeze 4 layer 
yaitu sebesar 1.95 milidetik. 

 

GAMBAR 8  
(KURVA NILAI PRECISION-RECALL DAN NILAI F1-CONFIDENCE 

DARI HASIL FREEZE 4) 

 

V. KESIMPULAN 

 Pada paper ini kami mengajukan model YOLOv8s untuk 
mendeteksi objek mobil dan mengklasifikasi jenis mobil dari 
tangkapan gambar CCTV di tempat parkir luar gedung 
TULT. Nilai parameter performa model berupa precision, 
recall, F1-Score, dan mAP berada di atas paper lain dari studi 
literatur yang kami lakukan setelah kami lakukan augmentasi 
data gambar dan mengubah beberapa hyperparameter. 
Namun, hasil tersebut menunjukan bahwa model YOLOv8s 
yang telah kami latih kemungkinan tidak baik pada data baru 
karena nilai loss pada data latih dengan loss pada data validasi 
berbeda cukup jauh. Masih diperlukan pelatihan model 
tersebut dengan menggunakan jumlah dataset yang lebih 
banyak, agar model tidak overfitting.  
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