ISSN : 2355-9365

e-Proceeding of Engineering : Vol.12, No.2 April 2025 | Page 2397

Implementation of Machine Learning for Breast
Cancer Classification Based on Genomic Data:
Backend Solution with Supabase and Streamlit

1% Tia Hasna Humayra
Faculty of Electrical Engineering
Telkom University
Bandung, Indonesia
tiasna@student.telkomuniversity.ac.id

Abstract— Breast cancer remains one of the leading causes of
cancer-related deaths worldwide, highlighting the need for
accurate and efficient diagnostic tools. This study focuses on
implementing machine learning models, particularly Artificial
Neural Networks (ANN), to classify breast cancer types based
on genomic data. Using the METABRIC RNA Mutation
dataset, the system combines a cloud-based backend with
Supabase and an intuitive frontend built with Streamlit. To
ensure data compatibility with the models, preprocessing steps
such as standardization, label encoding, and one-hot encoding
are applied. TensorFlow is used to load models saved in .h5
format, with two approaches tested: a 30-feature model
achieving 99% accuracy and an average prediction time of 80
milliseconds, and a 6-feature model achieving 100% accuracy
with a faster prediction time of 42.25 milliseconds. Prediction
results are stored securely in Supabase, complete with
timestamps for tracking and exported as PDF reports for easy
documentation. Data security is prioritized through the use of
API keys, JWT tokens, and Streamlit secret management to
safeguard sensitive information. The integration of Supabase
for backend processing, Streamlit for real-time visualization,
and GitHub for CI/CD automation results in a scalable,
reliable, and efficient system. This study presents a robust
solution for breast cancer classification, providing real-time
predictions, secure data handling, and a user-friendly interface
suitable for clinical and research applications.

Keywords— breast cancer classification, artificial neural
network, genomic data, Supabase, Streamlit, real-time
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L INTRODUCTION

In 2019, breast cancer had a significant number in the
United States; as many as 268,000 cases of invasive breast
cancer were found in women, and as many as 62,930 women
in the United States were diagnosed with invasive breast
cancer. The death rate due to breast cancer reaches 42,000
women every year [1]. Breast cancer is a type of cancer that
develops in breast cells and occurs when the cells begin to
grow abnormally and uncontrolled [2]. Breast cancer
treatment is carried out by chemotherapy; many women
experience high anxiety due to breast cancer [1]. Several
factors that cause breast cancer risk are family history, lack of
physical activity, and psychological stress [3]. Breast cancer
is the second cause of cancer death among women after lung
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cancer [3]. Breast cancer detection is essential to understand
the type of cancer and how to treat it using machine learning.

Early detection of breast cancer can use machine learning
[3]. Machine learning is a science of computers that allows
computers to learn data themselves without being explicitly
programmed [4]. Classification is categorized into several
approaches: supervised, unsupervised, semi-supervised, and
reinforcement learning [4]. Several machine learning models
can be used to classify breast cancer, such as random forest,
support vector machine (SVM), and artificial neural network
(ANN) [5]. Machine learning is used to classify cancer
patients, and classification is based on features extracted from
training data [6].

In this research, the website was used as a platform to
detect the type of breast cancer, and the website application
development is divided into two parts: front-end and back-
end. The front end is the part of the web application that
interacts directly with the user, where it is used to display
information to the user and handle user interactions [7]. The
back-end includes servers, applications, and databases that
work behind the scenes [7].

An open-source platform called Supabase is used to create
backend apps. A full Postgres database is included with every
Supabase project, and tables may be made using the Supabase
dashboard. A secure API that allows CRUD operations is
automatically generated by Supabase. Additionally, Supabase
offers a number of user authentication options, including
password and email. [8]. This development focuses mainly on
the backend, which uses Supabase as a cloud-based platform
and Streamlit to run machine learning models in real-time.

II. RELATED WORK

Several studies often carry out breast cancer analysis using
cloud computing [9] . Cloud computing is much frequented to
analyze breast cancer, especially in handling large and
complex genetic data such as DNA, RNA, and gene
expression [9]. Several existing researchers use cloud
computing to analyze breast cancer types because cloud
computing has many functions, such as providing flexible and
scalable resources [10]. It also has fast processing with
machine learning, such as using a random forest model [10].
Then, easy accessibility and collaboration can work together
using the same platform and allow easy collaboration, real-
time data sharing, and compassionate medical data; the cloud
provides a high level of security with encryption and access
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control, which can maintain the confidentiality of patient data
[10].

Several studies often conduct breast cancer analysis using
machine learning [11]. The use of machine learning in
detecting breast cancer can improve diagnostic accuracy [11].
The use of algorithms such as Support Vector Machine
(SVM), decision tree, and Artificial Neural Network (ANN)
in predicting breast cancer recurrence, where the Support
Vector Machine (SVM) model provides the highest accuracy
of 95.7% [11]. This research explains the importance of
selecting the right features and the appropriate processing
model to improve diagnostic results [11].

In research on Scalable Pathogen Pipeline Platform (SP3),
cloud computing is used in the medical field, including breast
cancer analysis. It was explained that cloud computing makes
it possible to analyze gene data on a large scale. The Pathogen
Pipeline Platform (SP3) can utilize cloud computing to run
complex bioinformatics workflows using the scalable
platform. This platform enables efficient analysis of pathogen
genes using the cloud. Cloud computing provides tools that
can be accessed and used on various infrastructures, such as
Google Cloud and Microsoft Azure [12].

The paper Towards Breast Cancer Response Prediction
using Artificial Intelligence and Radiomics explained that
they use cloud computing for breast cancer analysis. Cloud
computing can be integrated with artificial intelligence and
radiomics technology to predict breast cancer response for
treatments such as chemotherapy. This technology can
process extensive medical data, such as magnetic resonance
imaging (MRI) images and feature extraction. It is important
to assist doctors in making quick and accurate decisions.
Cloud computing can store, process, and analyze data on a
large scale, which supports real-time medical data analysis
without requiring additional hardware [13].

Distributed Intrusion Detection System using Blockchain
and Cloud Computing Infrastructure research uses the
Amazon Web Services (AWS) and Google Cloud Platform
(GCP) platforms to provide large-scale data storage, analysis,
and processing services. Machine learning technology can
help diagnose and predict medically based diseases, such as in
research, and analyzing breast cancer patients' responses [14].

According to Ayezabu Amanuel's research, Supabase is a
PostgreSQL database that is useful for complex queries and
allows self-hosting by giving infrastructure developers more
control. Price analysis shows that Supabase offers a free tier with
unlimited API calls. Supabase is one of the platforms for
building Progressive Web Apps (PWAs), with a focus on
performance evaluation, features, pricing, and stability [8].

In general, although several studies use cloud computing in
breast cancer analysis, in-depth research in this study was
carried out by analyzing the type of breast cancer suffered by
patients, which was integrated using a dashboard that would
visualize the results of the analysis, as well as real-time
processing parameters which would automatically be updated
when there is new data. This is an essential feature in the
medical world in making quick and correct decisions in
analyzing the type of breast cancer suffered by the patient.

I11. MATERIAL AND RESEARCH METHO

A. Model

The model used in this implementation is the Artificial
Neural Network (ANN) to classify types of breast cancer
based on genomic data. This research uses the METABRIC
RNA Mutation dataset [15] with format “.csv” which

e-Proceeding of Engineering : Vol.12, No.2 April 2025 | Page 2398

contains genetic, histologic, and breast cancer classification
features.

The initial stage includes data preprocessing, where
missing values are filled or removed, categorical features are
processed using one-hot encoding or label encoding, and
numerical data is standardized using a standard scaler. In the
feature selection stage, two approaches are used, namely 30
features shown in Table 1, with an accuracy 99%, and 6
features shown in Table 2, with an accuracy of 100%. The
ANN model is built using TensorFlow Keras. After training,
the model is saved in ".h5" format. this model is implemented
in a web-based application using Streamlit. The backend
processes the input data first before passing it to the ANN
model to generate breast cancer type classifications.

TABLEI 30
FEATURES WITH ONE TARGET
Features Data type
neoplasm_histologic_grade float64
aurka float64
chekl float64
ccnel float64
ahnak float64
e2f2 float64
cdc25a float64
aphlb float64
cdhl float64
gsk3b float64
lama2 float64
src float64
tgfb3 float64
slc19al float64
chemotherapy category
Ifng float64
mapt float64
cdkl loat64
hsd17b10 float64
bcl2 float64
oncotree_code category
tumor_other_histologic_subty category
pe
ahnak2_mut category
kmtd2_mut category
stab2_mut category
pdeddip_mut category
map3kl_mut category
mucl6_mut category
cdhl_mut category
atr_mut category
cancer_type_detailed category
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TABLEIL 6 FEATURES WITH ONE TARGET

Features Data type
tumor_other_histologic category
_subtype
oncotree_code category
ahnak2_mut float64
aurka float64
ccnel float64
src float64
cancer_type_detailed category

B. Implementation of Cloud Computing

Backend
Supabase
(Database & API1)

Frontend
Streamlit
(User Interface)

Real-time Data & AP Call

CI/CD Deployment

CIICD
GitHub utomated C
(Vrsion Control & Deployment)

FIGURE 1.
Cloud Computing Workflow

Figure 1 represents a cloud computing workflow
integrating Streamlit (Frontend), Supabase
(Backend/Database), and GitHub (CI/CD) to create an
efficient, secure, and automated system. The front end, built
with Streamlit, serves as the user interface where users can
interact with the system. Users perform actions such as
signing up, logging in, inputting data, and viewing prediction
results. These actions trigger API calls that connect the front
end to the back end. The backend, powered by Supabase,
processes these requests by handling user authentication
(using JWT tokens), validating inputs, executing ML and DL
models, and storing or retrieving data in its database.

To ensure seamless integration and deployment, GitHub
is utilized for version control and CI/CD pipelines. Each time
a code update is pushed to the repository, the CI/CD
workflow automatically tests, validates, and deploys the
latest version of the application. This ensures that both the
front end and back end remain up to date with minimal
manual intervention. The interaction between the
components highlights a streamlined process: Streamlit
captures user inputs, Supabase processes and secures the
data, and GitHub automates deployments. This architecture
not only ensures real-time data processing but also
emphasizes scalability, security, and maintainability.

C. System Pipeline

The flow diagram shown in figure 2 represents the main
stages for the implementation of breast cancer classification.
This pipeline consists of several main stages starting from user
input, where users must go through the sign-up or login
process integrated using berypt and JWT. After that, users can
fill in genomic data or related information through the
provided interface. In the data input, users must fill in all the
available fields, which is part of the data validation process.
After the data is declared valid, the next step is preprocessing,
which includes data normalization. The processed data then
enters the model execution stage where the machine learning
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model is run to classify the type of breast cancer based on the
available genomic features. After that, the final result, which
is the classification of the type of breast cancer, will be
displayed through the Streamlit dashboard.

This pipeline reflects the workflow of a backend system
integrated with Supabase for data management and

User Input

Sign Up/Login
(Bcrypt & JWT)

Input Data

Data Validation

Pre Processing

FIGURE 2.
System Pipeline Backend

authentication, as well as Streamlit for result visualization.
Each stage in the pipeline is designed to ensure efficiency,
security, and accuracy of results, supporting the
implementation of a reliable and user-accessible breast cancer
classification system.

Iv. RESULT AND DISCUSSION

Data processing in the system ensure that the user-entered
data meets the required format for the prediction model. This
process begins with users completing an input from the
website which includes numerical input through sliders like
“aurka”, and categorical input using dropdown menus
“oncotree_code”, and text field must be filled with the
patient’s name before proceeding to the detection stage that
is shown in Figure 3, the website also provides 2 methods
which are 30 features and 6 features.

For the machine learning model, TensorFlow is used to
load models saved in the “.h5” format via the TensorFlow
Keras function. Additionally, preprocessing tools such as a
label encoder, standard scaler, and one hot encoder are
essentials for preparing input data before go to the model.
Once the model and preprocessing tools are set up, the user
provided input data goes through processing. During this
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stage, numerical features are standardized, and categorical
features are transformed into numerical values sing one hot
encoder. The processed data is then combined and passed into
the model using the predict function, which generates
predictions based on prepared input. The prediction labels are
converted back into their original format using the inverse
transform method from the label encoder so that the user can
understand the result. Final predictions are presented using
“st.write” element through the streamlit interface.

© sufun

Prediction Cancer Type Using - 30 Features

FIGURE 3.
Input Data from User

The streamlit application connects seamlessly with the
supabase database using an API configured with a specified
API key and URL. The connection is established using the
create client function from the supabase library.
Authentication is implemented through JWT tokens to
manage user access permissions. After data is processed and
predictions are generated, the result will be stored in the
supabase tables using the insert method. Integration with the
Supabase Database was successfully carried out as shown in
Figure 4, a notification will appear if the data is successfully
entered into the database, Figure 4 also shows the predicted
result and the website also provide PDF result. The input data
and prediction results are stored in the appropriate table,
complete with timestamps and the correct table format as
shown in Figure 5, where the database table contains various
types of inputs along with the timestamps to prove that the
data entering the database is done in real time and the results
are immediately available in the database without delay.

FIGURE 4.
Result Prediction and Inserted Data to Database Notifications

FIGURE 5.
Data Tables from Database

To ensure data security, the website utilizes the streamlit
secret management feature to store sensitive information and
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configure the application without exposing confidential data
to the public. Security and data integrity are further
maintained by sending data through an API key as illustrated
in Figure 6.

FIGURE 6.
Data Security Using Secret

The machine learning model with 30 features was
thoroughly tested to ensure the validity, performance, and
efficiency in processing predictions. The result confirmed that
the model was successfully loaded and compiled. The model
was tested 4 times with the first trial achieving 81 ms, the
second trial achieving 80 ms, the third trial achieving 74 ms,
and the last trial achieving 85 ms, we can conclude that the
prediction results being generated in under 1 second,
achieving an average execution time of 80 milliseconds per
prediction. Similarly, the model with 6 features was tested 4
times as shown in Tale 4, the average time required to load the
model was 42.25 milliseconds, which is notably faster
compared to the 30 features model.

TABLE IIL.
RESULTS OF 30 FEATURES AND 6 FEATURES TRIALS
30 Features 6 Features
81 ms 38 ms
80 ms 37 ms
74 ms 54 ms
85 ms 40 ms

V. CONCLUSION

The implementation of machine learning models for breast
cancer classification, integrated with streamlit and supabase.
Data processing ensures that user provided inputs are
validated and formatted correctly using preprocessing tools
such as label encoder, standard scaler, and one hot encoder.
This ensures that numerical features are standardized and
categorical features are converted into numerical values for
seamless integration into the machine learning pipeline.

The system successfully integrates tensorflow for loading
and utilizing models that are saved in “.h5” format. Both the
30 features and 6 features models performed effectively, with
prediction results generated in real time. Testing of the 30
features model achieved an average execution time of 80
milliseconds per prediction, while the 6 features model
achieved an average execution time of 42.42 milliseconds.
These results confirm the system’s ability to handle data
inputs efficiently.

Additionally, data security and integrity are maintained
through the use of the streamlit secret management feature,
API key, and JWT tokens, ensuring sensitive information is
protected from unauthorized access. The integration with the
supabase database allows for real time storage of prediction
results, somplete with timestamps. The system offers a user
friendly interface via streamlit, with predictions presented
clearly and the option to download resuults in PDF format.
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