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Abstrak — Abstrak—Industri gula nasional mengalami 

penurunan produksi sebesar 7,01% pada tahun 2023, salah 

satunya disebabkan oleh rendahnya efisiensi pascapanen akibat 

proses klasifikasi mutu batang tebu yang masih dilakukan 

secara manual. Proses ini menimbulkan inkonsistensi, potensi 

konflik antara petani dan petugas lapangan, serta peningkatan 

biaya operasional. Penelitian ini mengembangkan sistem 

klasifikasi mutu batang tebu berbasis deep learning 

menggunakan pendekatan dua tahap. Tahap pertama 

menggunakan YOLOv11 untuk mendeteksi batang tebu, 

sedangkan tahap kedua menggunakan arsitektur EfficientNet 

(B0–B3) untuk mengklasifikasikan mutu ke dalam lima 

kategori (A–E). Dataset citra diperoleh dari jalur produksi PT 

Sinergi Gula Nusantara dan diproses melalui tahapan 

Knowledge Discovery in Database (KDD), meliputi data 

preprocessing, augmentasi, resizing, dan splitting. Hasil evaluasi 

menunjukkan bahwa YOLOv11 mencapai akurasi 93,5%, 

precision 95,7%, recall 94,4%, mAP@0.5 sebesar 97,8%, dan 

mAP@0.5:0.95 sebesar 89,4%. Sementara itu, EfficientNet-B2 

menghasilkan akurasi klasifikasi tertinggi sebesar 88,57% 

setelah proses fine-tuning. Sistem yang dikembangkan mampu 

beroperasi pada kondisi visual yang kompleks dan dinamis, 

serta memberikan hasil klasifikasi yang konsisten. Studi ini 

menunjukkan potensi teknologi deep learning dalam 

mendukung otomasi dan peningkatan objektivitas proses 

penilaian mutu di industri agroindustri. 

Kata kunci— Deep Learning, EfficientNet, KDD, Klasifikasi 

Kualitas Batang Tebu, YOLOv11  

 

I. PENDAHULUAN 

Industri pertanian memegang peranan penting dalam 

perekonomian Indonesia, dengan tebu (Saccharum 

officinarum L.) menjadi salah satu komoditas utama yang 

mendukung produksi gula nasional. Gula tidak hanya 

menjadi kebutuhan pokok masyarakat, tetapi juga merupakan 

bahan baku utama bagi berbagai sektor industri, termasuk 

makanan dan minuman [11]. Berdasarkan data Badan Pusat 

Statistik (BPS), produksi gula nasional pada tahun 2023 

mencapai 2,23 juta ton, meskipun angka tersebut mengalami 

penurunan sebesar 7,01% dibandingkan tahun sebelumnya. 

Salah satu faktor yang memengaruhi penurunan produksi 

gula adalah kualitas batang tebu, mengingat rendemen gula 

sangat bergantung pada mutu batang yang digunakan dalam 

proses ekstraksi [5]. 

Perusahaan dalam industri gula, khususnya yang berada 

di wilayah Jawa Timur, yang menyumbang sekitar 49% dari 

total produksi gula nasional menghadapi tantangan dalam 

menjaga konsistensi kualitas produk. Proses identifikasi dan 

klasifikasi batang tebu umumnya masih dilakukan secara 

manual oleh tenaga kerja manusia, yang mengakibatkan 

ketidakkonsistenan penilaian, peningkatan risiko kesalahan 

manusia (human error), serta perlambatan proses produksi. 

Kualitas batang tebu biasanya diklasifikasikan ke dalam lima 

kategori berdasarkan karakteristik visual, yaitu A (prima), B 

(matang, bersih, segar), C (kotor), D (sangat kotor), dan E 

(terbakar). Kriteria visual tersebut mencakup kebersihan, 

tingkat kematangan, dan cacat fisik, di mana kategori A 

menggambarkan batang yang bersih dan lurus, sementara 

kategori E menunjukkan batang yang terbakar atau 

mengalami kerusakan parah [16]. 

Seiring dengan kemajuan teknologi artificial intelligence 

(AI), pendekatan deep learning telah terbukti efektif dalam 

berbagai studi untuk menyelesaikan permasalahan deteksi 

dan klasifikasi objek [18][20]. Dalam penelitian ini, metode 

you only look once version 11 (YOLOv11) digunakan untuk 

mendeteksi batang tebu secara real-time, sementara 

EfficientNet digunakan untuk mengklasifikasikan kualitas 

batang tebu ke dalam lima kategori yang telah disebutkan 

sebelumnya. YOLOv11 dikenal karena kemampuannya 

dalam mendeteksi objek dengan cepat dan akurat [2][13]. 

Sedangkan. EfficientNet menawarkan efisiensi komputasi 

tinggi melalui pendekatan compound scaling yang 

menyeimbangkan kedalaman (depth), lebar (width), dan 

resolusi dari jaringan saraf (neural network) [3] 

Penelitian ini relevan dengan beberapa studi sebelumnya. 

Hasan dkk. (2023) melakukan penelitian mengenai deteksi 

dan klasifikasi penyakit pada daun kopi menggunakan 

YOLOv7, dengan hasil performa tinggi berupa nilai F1-score 

sebesar 0,93 dan mAP@IoU 0.5 sebesar 0,956. Penelitian 

tersebut menggunakan pendekatan dua tahap, yaitu deteksi 
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objek daun kopi, diikuti dengan klasifikasi penyakit. 

Perbedaan mendasar dari penelitian ini terletak pada objek 

dan fokus klasifikasinya, di mana penelitian Hasan 

menargetkan identifikasi penyakit pada daun kopi, sedangkan 

penelitian ini berfokus pada deteksi batang tebu 

menggunakan YOLOv11 dan klasifikasi mutunya 

menggunakan EfficientNet [8]. 

Selain itu, penelitian oleh Yepes dkk. (2022) 

menunjukkan potensi metode supervised machine learning 

dalam memprediksi hasil panen tebu berdasarkan sifat 

kesuburan tanah, yang menegaskan relevansi penerapan 

solusi berbasis AI dalam sektor pertanian, khususnya untuk 

meningkatkan pengambilan keputusan dan efisiensi 

operasional dalam produksi tebu [31]. 

Penelitian lainnya oleh Kunduracioglu & Pacal (2024) 

menggunakan pendekatan deep learning, termasuk 

EfficientNet dan InceptionV4, untuk mendeteksi penyakit 

pada daun tebu, dengan akurasi tertinggi mencapai 93,39%. 

Fokus utama penelitian tersebut adalah membantu petani 

dalam mengenali penyakit tanaman. Sebaliknya, penelitian 

ini bertujuan untuk mengoptimalkan proses produksi gula 

melalui klasifikasi kualitas batang tebu, bukan sekadar 

mendeteksi penyakit tanaman [15]. 

Selain permasalahan teknis, proses klasifikasi batang tebu 

secara manual juga menimbulkan permasalahan kepercayaan 

(trust issue) antara petani dan pihak pabrik. 

Ketidakkonsistenan dalam penilaian mutu seringkali memicu 

ketidakpuasan, yang pada akhirnya dapat memengaruhi 

hubungan bisnis dan keberlanjutan kemitraan antara kedua 

pihak. Di sisi lain, ketergantungan pada tenaga kerja manusia 

dalam proses klasifikasi juga berdampak pada tingginya 

biaya operasional (operational cost), terutama dalam skala 

produksi besar yang membutuhkan kecepatan dan ketepatan 

dalam penanganan bahan baku. 

Dengan mempertimbangkan latar belakang tersebut, 

penelitian ini bertujuan untuk mengembangkan sistem 

otomatis berbasis YOLOv11 dan EfficientNet yang dapat 

membantu perusahaan dalam industri gula untuk 

meningkatkan efisiensi identifikasi batang tebu dan menjaga 

konsistensi mutu gula yang dihasilkan. Kombinasi dari kedua 

algoritma deep learning ini diharapkan mampu menjadi 

solusi teknologi yang efektif bagi industri pertanian, 

khususnya dalam proses pengolahan tebu [19].  

II. KAJIAN TEORI 

A. Klasifikasi Kualitas Batang Tebu 

Klasifikasi kualitas tebu merupakan tahapan penting 

dalam rantai pasok industri gula, karena secara langsung 

memengaruhi yield atau rendemen gula serta efisiensi proses 

produksi. Mutu tebu yang baik akan menghasilkan rendemen 

tinggi dan mengurangi limbah proses ekstraksi. Umumnya, 

pabrik gula di Indonesia menggunakan metode klasifikasi 

manual berbasis visual untuk menilai kebersihan, tingkat 

kematangan, dan kondisi fisik batang tebu [16]. Pabrik-pabrik 

seperti Gempolkrep, Tjoekir, dan Mojopanggung, misalnya, 

menggunakan lima tingkatan mutu: A (prima), B (masak 

bersih segar), C (kotor), D (sangat kotor), dan E (terbakar). 

 

B. Data Labeling dan Annotation 

Labeling atau anotasi merupakan tahap fundamental 

dalam pengembangan sistem computer vision berbasis 

artificial intelligence (AI). Proses ini menyediakan ground 

truth berupa informasi posisi dan kategori objek dalam citra, 

yang digunakan untuk melatih model deep learning agar 

dapat mengenali pola visual secara akurat [12]. Dalam 

praktiknya, platform modern seperti Roboflow dan 

Makesense.ai telah banyak digunakan untuk mempercepat 

dan mempermudah proses annotation baik secara manual 

maupun semi-otomatis [10]. Kualitas anotasi secara langsung 

memengaruhi performa akhir model deteksi maupun 

klasifikasi objek. 

 

C. Data augmentation 

Data augmentation merupakan teknik untuk memperluas 

jumlah dan keragaman data pelatihan dengan memodifikasi 

citra asli, seperti melalui rotasi, pencahayaan ulang, 

perubahan kontras, atau penambahan noise. Teknik ini sangat 

penting dalam menangani dataset terbatas dan mengurangi 

risiko overfitting, terutama saat mendeteksi objek kecil atau 

langka [14][30]. Selain memperkaya variasi visual, 

augmentasi juga meningkatkan generalization capability 

model terhadap kondisi dunia nyata, seperti pencahayaan 

rendah atau latar yang kompleks [21] 

 

D. Deep Learning 

Deep learning merupakan cabang dari machine learning 

yang menggunakan arsitektur jaringan saraf dalam (deep 

neural networks) untuk mengenali pola kompleks dalam data 

visual. Dalam bidang computer vision, deep convolutional 

neural networks (CNN) telah terbukti efektif untuk tugas 

deteksi dan klasifikasi objek [29]. Pengembangan model 

yang andal memerlukan kombinasi dari arsitektur yang tepat, 

data representatif, serta strategi pelatihan seperti 

hyperparameter tuning, data augmentation, dan transfer 

learning [17][28]. 

 

E. Object Detection: YOLOv11 

Object detection merupakan bidang penting dalam 

computer vision yang bertujuan untuk mengidentifikasi serta 

menentukan lokasi objek dalam sebuah citra atau video 

secara otomatis menggunakan bounding box. Algoritma you 

only look once (YOLO) dikenal luas karena kemampuannya 

dalam melakukan deteksi objek secara cepat dan akurat 

dalam satu kali proses pemindaian gambar. Versi terbarunya, 

YOLOv11, memperkenalkan peningkatan signifikan melalui 

penggunaan arsitektur C3K2 pada bagian backbone, modul 

channel and spatial attention (C2PSA) pada bagian neck, 

serta pendekatan anchor-free pada bagian head, yang secara 

kolektif meningkatkan akurasi deteksi terutama untuk objek 

kecil dan kompleks [9][13]. Model ini juga mengadopsi 

fungsi kerugian gabungan seperti distributed focal loss, 

regresi bounding box, dan class probability loss untuk 

meningkatkan presisi dan stabilitas prediksi [2][22]. Dengan 

kecepatan inferensi mencapai 290 FPS dan akurasi tinggi, 

YOLOv11 menjadi solusi andal untuk berbagai aplikasi 

industri seperti pertanian, pengawasan, dan transportasi [8] 
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GAMBAR 1  

(A) 

F. Object Classification: EfficientNet  

Object classification adalah proses otomatis untuk 

mengelompokkan objek dalam gambar ke dalam kelas-kelas 

tertentu berdasarkan fitur visual seperti bentuk, warna, dan 

tekstur. Model EfficientNet, menawarkan pendekatan 

compound scaling untuk menyeimbangkan kedalaman, lebar, 

dan resolusi gambar input secara simultan, sehingga 

menghasilkan efisiensi komputasi tinggi tanpa 

mengorbankan akurasi [25]. Arsitektur ini mampu 

melampaui performa model populer lainnya seperti ResNet 

dan Inception, serta terbukti efektif dalam berbagai aplikasi 

klasifikasi visual, termasuk di sektor pertanian. Selain itu, 

model ini juga diterapkan dalam sistem mobile-based 

agriculture karena kemampuannya beroperasi pada 

perangkat dengan sumber daya terbatas tanpa mengorbankan 

performa [7][23]. Dengan kemampuannya dalam klasifikasi 

citra yang akurat dan efisien, EfficientNet menjadi salah satu 

arsitektur utama dalam pengembangan sistem visual cerdas 

berbasis deep learning [4][24]. 

 

 
 

GAMBAR 2 

(B) 

 

III. METODE 

Penelitian ini mengadopsi kerangka kerja Knowledge 

Discovery in Database (KDD) untuk secara sistematis 

mengembangkan sistem otomatis dalam mendeteksi dan 

mengklasifikasikan batang tebu. Proses KDD terdiri dari lima 

tahapan, yaitu: pemilihan data, prapemrosesan, transformasi, 

data mining, dan evaluasi [6]. 

 

 
 

GAMBAR 3 

(C) 

A. Data Selection 

Pada tahap data selection, penelitian ini menggunakan 
data sekunder berupa citra batang tebu yang diperoleh dari 
rekaman kamera closed-circuit television (CCTV) beresolusi 
tinggi (2 MP fixed bullet network camera) yang terpasang 
secara permanen di jalur produksi PT SGN, Pabrik Gula 
Jatiroto. Kamera ini dilengkapi teknologi H.265+ 
compression, digital wide dynamic range (DWDR), dan EXIR 
2.0 infrared imaging. Data yang dikumpulkan mencerminkan 
lima kategori mutu batang tebu berdasarkan standar 
operasional industri, yaitu mutu A (prima), B (baik), C 
(cukup), D (kurang), dan E (buruk), yang ditentukan 
berdasarkan karakteristik visual seperti keberadaan sogolan, 
pucuk, daduk, tali utus, atau kondisi terbakar. Seluruh citra 
digunakan sebagai input visual tanpa sensor tambahan atau 
pengukuran manual, dan dipersiapkan untuk tahapan 
pelatihan dan pengujian model deep learning. Jumlah data 
citra untuk masing-masing kategori mutu batang tebu 
ditampilkan pada Tabel 1 (A) berikut. 

 
TABEL 1 

(A) 

Total Dataset 

A B C D E 

3453 721 578 603 1050 501 

 

B. Data Preprocessing 
Tahap data preprocessing dilakukan untuk menyiapkan 

data sebelum masuk ke proses pelatihan model deep learning. 
Langkah pertama yaitu proses anotasi menggunakan metode 
polygon-based labeling dengan bantuan platform Roboflow 
guna memberikan informasi lokasi objek batang tebu secara 
presisi. Seluruh gambar kemudian distandarkan dan 
ditingkatkan kualitasnya dengan teknik peningkatan kontras 
berbasis adaptive histogram equalization [5].  

 

 
 

GAMBAR 4 

(D) 
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Selanjutnya, untuk memperluas variasi visual dan 
mencegah overfitting, dilakukan data augmentation berupa 
horizontal flip, vertical flip, random rotation (−15° hingga 
+15°), pemotongan berbasis zoom (0–20%), serta penyesuaian 
tingkat kecerahan dan eksposur [14][27]. Proses augmentasi 
ini meningkatkan jumlah dataset secara signifikan, sehingga 
memperkuat kemampuan generalisasi model dalam berbagai 
kondisi pencahayaan dan bentuk batang. Jumlah dataset 
sebelum dan sesudah augmentasi ditampilkan pada Tabel 1 
(B). 

 
TABEL 2 

(B) 

Kelas Sebelum 

Augmentasi 

Setelah 

Augmentasi 

A 721 1,665 

B 578 1,448 

C 603 1,835 

D 1,050 2,537 

E 501 1,200 

Total 3,453 8,685 

 
C. Transformation 

Pada tahap transformation, data citra diubah ukurannya 
agar sesuai dengan format input model. Citra asli dengan 
resolusi 1280×720 piksel di-resize menjadi 640×640 piksel 
untuk kebutuhan YOLOv11. Sementara itu, untuk model 
EfficientNet, resolusi disesuaikan berdasarkan variannya: 
EfficientNet-B0 (224×224), B1 (240×240), B2 (260×260), dan 
B3 (300×300) [25]. Penyesuaian resolusi ini bertujuan agar 
proses pelatihan berjalan optimal sesuai arsitektur masing-
masing model. Setelah proses transformasi, dilakukan 
pembagian data (data splitting) menjadi 80% data latih 
(training) dan 20% data validasi (validation), guna menjamin 
model dilatih dan dievaluasi secara seimbang [24]. Diagram 
hasil pembagian data disajikan pada Gambar 1 (E) berikut. 
 

 
 

GAMBAR 5 

(E) 

D. Data Mining 
Tahap data mining dalam penelitian ini terdiri atas dua 

proses utama. Pertama, deteksi objek dilakukan menggunakan 
YOLOv11, yang dipilih karena kemampuannya dalam 
mendeteksi objek kecil dan tertutup dengan lebih akurat 

dibandingkan versi sebelumnya seperti YOLOv8 dan 
YOLOv10 [2]. Peningkatan signifikan pada YOLOv11 
meliputi sistem deteksi anchor-free dan penguatan struktur 
feature pyramid, yang membuatnya efektif dalam 
mengidentifikasi batang tebu di lingkungan kompleks 
[10][11]. Konfigurasi pelatihan YOLOv11 ditampilkan pada 
Tabel 1 (C). 

 
TABEL 3 

(C) 

Parameter Nilai 

Pretrained Model yolo11n.pt 

Task detect 

Mode train 

Epochs 50 

Batch Size 32 

Dataset Location /content/dataset/ 

Loss Function Cross Entropy Loss 

Optimizer Adam 

Learning Rate 0.001 

Visualization Outputs Training Graph, Confusion 

Matrix 

 
Kedua, klasifikasi mutu batang tebu dilakukan 

menggunakan EfficientNet (varian B0 hingga B3) karena 
metode compound scaling-nya yang seimbang dalam hal 
kedalaman (depth), lebar (width), dan resolusi, sehingga 
menghasilkan akurasi tinggi dengan efisiensi komputasi yang 
baik [15]. Proses pelatihan dilakukan dalam dua tahap, yaitu 
pre-fine-tuning dan post-fine-tuning. Pada tahap awal, seluruh 
lapisan dibekukan kecuali lapisan klasifikasi untuk mengukur 
performa dasar. Selanjutnya, pada tahap fine-tuning, 20 
lapisan terakhir diaktifkan agar model lebih mampu 
mengenali fitur spesifik batang tebu tanpa mengorbankan 
efisiensi komputasi. Detail konfigurasi pelatihan ditampilkan 
pada Tabel 1 (D). 

TABEL 4 

(D) 

Parameter 
Before Fine-

Tuning 

After Fine-

Tuning 

Model 

EfficientNet (B0, 

B1, B2, B3 - 

Pretrained) 

EfficientNet (B0, 

B1, B2, B3 - 

Pretrained) 

Image Size 

B0: 224×224, B1: 

240×240, B2: 

260×260, B3: 

300×300 

B0: 224×224, B1: 

240×240, B2: 

260×260, B3: 

300×300 

Epochs 50 50 
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Batch Size 32 32 

Frozen Layers 
None (all layers 

trained) 

All except last 20 

layers 

Trained 

Layers 

Default classifier 

layers 

Last 20 layers + 

modified classifier 

Classifier 

Structure 

Single Softmax 

layer 

Linear (512), 

ReLU, Dropout 

(0.2), Linear (to 

output classes) 

Loss Function CrossEntropyLoss CrossEntropyLoss 

Optimizer Adam (lr = 0.001) 
Adam (lr = 

0.0001) 

 

E. Evaluasi/Evaluation 
Tahap evaluasi bertujuan untuk mengukur performa 

model yang dikembangkan guna memastikan kesesuaiannya 
dengan tujuan penelitian. Untuk tugas deteksi objek 
menggunakan YOLOv11, evaluasi dilakukan menggunakan 
metrik Intersection over Union (IoU) yang mengukur tingkat 
tumpang tindih antara bounding box prediksi dan ground truth 
[8]. Nilai IoU dihitung dengan rumus persamaan (1) berikut: 

 끫롸끫롸ܷ =  
끫롸݊݅ݐܿ݁ݏݎ݁ݐ끫롸݊ ܣ𝐴𝐴𝐴𝐴ܽ𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 ܣ𝐴𝐴𝐴𝐴ܽ    

(1) 

 
Semakin tinggi nilai IoU, semakin baik akurasi dalam 

menentukan lokasi objek. Model YOLOv11 dievaluasi dengan 
dua metrik utama berbasis IoU: 

• mAP@0.5: Mean Average Precision pada ambang 
IoU 0.5 

• mAP@[0.5:0.95]: Rata-rata AP dari IoU 0.5 hingga 
0.95 dengan kenaikan 0.05 

Sementara itu, untuk tugas klasifikasi menggunakan 
EfficientNet, evaluasi dilakukan menggunakan metrik 
accuracy, precision, recall, f1-score, serta confusion matrix) 
[26]. Rumus evaluasi model klasifikasi sebagai persamaan 
(2), (3), (4), dan (5) berikut: ܣ𝐴𝐴𝐴𝐴ݑ𝐴𝐴ܽ𝐴𝐴ݕ =  

ܶܲ + ܶܰܶܲ + ܶܰ + 𝐹𝐹ܨ + 𝐹𝐹ܨ   
(2) 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
ܶܲܶܲ + 𝐹𝐹ܨ   

(3) 

ܴ𝑅𝑅𝑅𝑅𝑅𝑅݈݈ =  
ܶܲܶܲ + 𝐹𝐹ܨ    

(4) 

1ܨ − ܵ𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  ݔ 2
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 × ܴ𝑅𝑅𝑅𝑅𝑅𝑅݈݈𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + ܴ𝑅𝑅𝑅𝑅𝑅𝑅݈݈    (5) 

Keterangan: 

TP = True Positive 

TN = True Negative 

FP = False Positive 

FN = False Negative 

 

Terakhir, confusion matrix digunakan untuk 

memvisualisasikan perbandingan antara label sebenarnya dan 

prediksi model, yang membantu dalam mengidentifikasi 

kesalahan klasifikasi serta potensi bias dalam prediksi 

[1][29]. Ilustrasi confusion matrix ditampilkan pada Gambar 

1 (F). 

 

 
 

GAMBAR 6 

(F) 

 

IV. HASIL DAN PEMBAHASAN 

Bagian ini menyajikan hasil evaluasi dari model deteksi 

objek dan klasifikasi kualitas, serta implikasinya terhadap 

pemantauan mutu batang tebu dalam lingkungan 

agroindustri. Penelitian ini mengadopsi kerangka deep 

learning dua tahap, yaitu deteksi objek menggunakan 

arsitektur YOLOv11 dan klasifikasi mutu menggunakan 

model EfficientNet. Analisis terhadap metrik evaluasi 

dilakukan secara menyeluruh untuk menilai tingkat 

keandalan dan efektivitas sistem yang diusulkan. 

 
A. Tahap Pertama: Deteksi Objek (YOLOv11) 

Pada penelitian ini, tahap pertama pelatihan difokuskan 

pada proses deteksi objek menggunakan model YOLOv11. 

Dataset yang digunakan pada tahap ini terdiri dari 6501 citra 

untuk pelatihan dan 1427 citra untuk validasi. Tujuan 

utamanya adalah mendeteksi batang tebu secara akurat 

sebelum dilanjutkan ke tahap klasifikasi kualitas. 

Proses pelatihan dilakukan menggunakan GPU Tesla T4 

dengan memanfaatkan model pralatih YOLOv11n yang 

terdiri atas 238 lapisan, 2.582.347 parameter, dan 

kompleksitas komputasi sebesar 6,3 GFLOPs. Model dilatih 

selama 40 epoch dengan batch size sebesar 64 untuk 

mengoptimalkan nilai precision, recall, dan mean average 

precision (mAP), serta meminimalkan loss function. 

Kinerja model selama pelatihan divisualisasikan pada 

Gambar 1 (G), yang menampilkan kurva kerugian dan metrik 

akurasi. Penurunan yang konsisten pada box loss, 

classification loss, dan distributed focal loss (DFL loss) 

menunjukkan proses pembelajaran yang efektif. Sementara 

itu, peningkatan nilai precision, recall, dan mAP 

mencerminkan kemampuan deteksi yang kuat dari model. 
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GAMBAR 7 

(G) 

 Kinerja akhir model, termasuk metrik evaluasi utama 
seperti precision, recall, dan mean average precision (mAP), 
dirangkum pada Tabel 1 (E), yang memberikan gambaran 
komprehensif mengenai efektivitas model deteksi objek 
dalam mengenali batang tebu. 

TABEL 5 

(E) 

Metric Nilai 

Precision 95.7% 

Recall 94.4% 

mAP@50 97.8% 

mAP@50-95 89.4% 

  

Model YOLOv11 menunjukkan performa yang sangat baik 

dalam mendeteksi batang tebu, dengan capaian precision 

sebesar 95,7% dan recall sebesar 94,4%, yang 

mengindikasikan jumlah false positive dan false negative yang 

rendah. Nilai mAP@50 sebesar 97,8% serta mAP@50–95 

sebesar 89,4% menegaskan akurasi tinggi model pada 

berbagai ambang Intersection over Union (IoU), sehingga 

memastikan deteksi yang andal dalam berbagai kondisi. 
 Confusion matrix yang ditampilkan pada Gambar 1 (H) 
memberikan informasi lebih lanjut terkait performa klasifikasi 
model. Model berhasil mengidentifikasi 679 instance batang 
tebu dengan 21 false positive (latar belakang yang salah 
diklasifikasikan sebagai batang tebu) dan 24 false negative 
(batang tebu yang salah diklasifikasikan sebagai latar 
belakang). Hasil ini menunjukkan bahwa model memiliki 
performa deteksi objek yang kuat dengan tingkat kesalahan 
klasifikasi yang kecil., 

 

GAMBAR 8 

(H) 

Setelah tahap evaluasi, model YOLOv11 yang telah dilatih 

diimplementasikan untuk mendeteksi batang tebu dalam 

kondisi nyata. Gambar 1 (I) menunjukkan hasil deteksi, di 

mana model berhasil mengidentifikasi batang tebu dengan 

confidence score sebesar 0,73. Hasil ini membuktikan 

kemampuan model dalam melakukan deteksi secara efektif 

pada skenario lapangan. 

 
GAMBAR 9 

(I) 

B. Tahap Kedua: Klasifikasi Batang Tebu (EfficientNet) 
Pada tahap kedua penelitian ini, proses klasifikasi kualitas 

batang tebu dilakukan menggunakan model EfficientNetB0. 

Tujuan utama dari tahap ini adalah mengelompokkan batang 

tebu ke dalam kategori mutu yang telah ditentukan 

berdasarkan fitur citra yang diekstraksi. Dataset yang 

digunakan terdiri dari 6501 citra pelatihan dan 1427 citra 

validasi, dengan distribusi kelas yang seimbang. Model dilatih 

selama 50 epoch untuk mencapai performa optimal sekaligus 
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meminimalkan risiko overfitting. Evaluasi model dilakukan 

menggunakan metrik standar, yaitu akurasi, presisi, recall, 

dan F1-score. 
Proses fine-tuning berperan penting dalam meningkatkan 

kinerja model pre-trained dengan menyesuaikan parameter 
agar lebih sesuai dengan karakteristik dataset spesifik. Dalam 
penelitian ini, performa klasifikasi dari model EfficientNet 
(B0–B3) dibandingkan antara sebelum dan sesudah proses 
fine-tuning untuk mengetahui sejauh mana peningkatan 
akurasi dan metrik klasifikasi lainnya. Dataset evaluasi terdiri 
dari lima kelas mutu (A–E), dan setiap varian EfficientNet 
dilatih menggunakan ukuran input yang sesuai. Model 
diimplementasikan menggunakan PyTorch dengan 
konfigurasi ukuran input sebagai berikut: 224×224 piksel 
untuk EfficientNet-B0, 240×240 untuk B1, 260×260 untuk B2, 
dan 300×300 untuk B3. Hasil awal sebelum dilakukan fine-
tuning digunakan sebagai tolok ukur performa dasar dari 
masing-masing model. Ringkasan hasil klasifikasi sebelum 
fine-tuning disajikan pada Tabel 6 (F) berikut. 

TABEL 6  

(F) 

Model Accuracy Precision Recall 
F1-

Score 

EfficientNet-
B0 

87.14% 0.89 0.85 0.87 

EfficientNet-
B1 

86.97% 0.88 0.86 0.87 

EfficientNet-
B2 

87.48% 0.87 0.87 0.87 

EfficientNet-
B3 

86.72% 0.86 0.85 0.85 

 

 Hasil ini menunjukkan bahwa ukuran input yang lebih 
besar tidak selalu menghasilkan akurasi klasifikasi yang lebih 
baik sebelum dilakukan fine-tuning. Namun, setelah proses 
fine-tuning, terjadi peningkatan kinerja klasifikasi pada semua 
model, sebagaimana ditampilkan pada Tabel 7 (G) berikut. 

TABEL 7  

(G) 

Model Accuracy Precision Recall 
F1-

Score 

EfficientNet-
B0 

87.39% 0.88 0.86 0.87 

EfficientNet-
B1 

87.90% 0.89 0.86 0.88 

EfficientNet-
B2 

88.57% 0.90 0.88 0.89 

EfficientNet-
B3 

88.15% 0.89 0.87 0.88 

 

Model dengan performa terbaik, EfficientNet-B2, berhasil 

mencapai akurasi sebesar 88,57%, disertai peningkatan nilai 

precision, recall, dan F1-score dibandingkan sebelum proses 

fine-tuning. Hal ini menunjukkan bahwa fine-tuning efektif 

dalam meningkatkan kemampuan generalisasi dan prediktif 

model. 

 Confusion matrix untuk EfficientNet-B2 pada Gambar 1 
(K) memperlihatkan kinerja klasifikasi berdasarkan masing-
masing kelas, dengan peningkatan kemampuan model dalam 
membedakan antar kelas setelah fine-tuning. Sementara itu, 
Gambar 1 (J) menampilkan kurva loss dan akurasi selama 
proses pelatihan dan validasi, yang menunjukkan pola 
konvergensi yang stabil dan tingkat overfitting yang rendah. 
Temuan ini menegaskan pentingnya proses fine-tuning dalam 
meningkatkan akurasi dan ketahanan model. Penelitian 
selanjutnya dapat mengeksplorasi teknik augmentasi 
tambahan serta strategi optimasi hyperparameter untuk lebih 
meningkatkan performa klasifikasi. 

 

 

GAMBAR 10  

(J) 

 
 

GAMBAR 11  

(K) 

 Terakhir, model dikembangkan untuk mengklasifikasikan 
mutu batang tebu dalam aplikasi dunia nyata, dengan 
kemampuan yang efektif dalam membedakan setiap tingkat 
kualitas berdasarkan model klasifikasi yang telah dilatih. 
Hasil implementasi klasifikasi ditampilkan pada Gambar 1 
(L), yang menunjukkan efektivitas model dalam 
mengidentifikasi dan mengkategorikan mutu batang tebu 
secara akurat. Penelitian selanjutnya dapat mengeksplorasi 
penyetelan hyperparameter, teknik augmentasi data 
tambahan, serta arsitektur deep learning alternatif untuk lebih 
meningkatkan kinerja klasifikasi. 
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GAMBAR 12  
(L) 

 

V. KESIMPULAN 

Penelitian ini berhasil mengembangkan sistem berbasis 
deep learning untuk deteksi dan klasifikasi mutu batang tebu 
secara otomatis. Model YOLOv11 menunjukkan performa 
tinggi dalam tugas deteksi objek, dengan nilai presisi sebesar 
95,7%, recall 94,4%, akurasi 93,5%, dan mean average 
precision (mAP)@50–95 sebesar 89,4%. Untuk klasifikasi 
mutu, model EfficientNet-B2 mencapai akurasi tertinggi 
sebesar 88,57% setelah melalui proses fine-tuning, dengan 
nilai presisi 0,90, recall 0,88, dan F1-score 0,89. Hasil ini 
menunjukkan bahwa pendekatan dua tahap yang diusulkan 
memiliki tingkat keandalan dan efektivitas yang tinggi untuk 
penerapan di lingkungan industri nyata, khususnya dalam 
meningkatkan konsistensi dan efisiensi penilaian mutu tebu. 
Integrasi model yang telah dilatih ke dalam sistem berbasis 
desktop dan web memungkinkan pemantauan secara real-
time serta mendukung pengambilan keputusan berbasis data 
dalam praktik pertanian presisi. Penelitian ini berkontribusi 
terhadap pengembangan sistem penilaian pascapanen yang 
cerdas di sektor pertanian, menawarkan solusi yang skalabel 
dan praktis untuk meningkatkan mutu produk dan efisiensi 
operasional. 
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