ISSN : 2355-9365

e-Proceeding of Engineering : Vol.12, No.6 Desember 2025 | Page 10136

Analisis Kinerja Nginx Dan Apache Sebagai
Reverse Proxy Dengan Openvpn Untuk Akses
Home Server

1%t Habibullah Al Qomar
Fakultas Informatika
Telkom University Purwokerto
Purwokerto, Jawa Tengah
habibqr@student.telkomuniversity.ac.id

Abstrak — Kebutuhan akan akses jarak jauh yang aman
terhadap layanan dan data pribadi mendorong penggunaan
solusi seperti reverse proxy dan Virtual Private Network (VPN)
dalam pengelolaan home server. Penelitian ini menganalisis
kinerja dua web server populer, NGINX dan Apache, sebagai
reverse proxy yang diintegrasikan dengan OpenVPN untuk
akses home server, dengan fokus pada performa di lingkungan
terbatas seperti Virtual Private Server (VPS) dan Raspberry Pi.
Empat skenario pengujian dirancang untuk mengukur dan
membandingkan response time, latency, serta konsumsi CPU
dan RAM: NGINX dan Apache sebagai reverse proxy dengan
OpenVPN, serta direct access tanpa reverse proxy pada masing-
masing platform. Pengukuran dilakukan menggunakan curl,
ping, top, dan free untuk mendapatkan data empiris yang valid.
Hasil evaluasi menunjukkan bahwa Apache reverse proxy
dengan OpenVPN menghasilkan response time tercepat (0,1062
detik) namun dengan konsumsi CPU lebih tinggi (6,1%),
sedangkan NGINX reverse proxy menawarkan efisiensi
penggunaan resource (CPU 3,1%, RAM 8,3%) dengan response
time yang Konsisten. Skenario direct access mengindikasikan
trade-off antara efisiensi dan stabilitas akses. Temuan ini
memberikan rekomendasi empiris terkait pemilihan reverse
proxy optimal pada lingkungan home server berbasis VPN,
serta menjadi referensi praktis bagi administrator jaringan
dalam mengonfigurasi dan mengoptimalkan infrastruktur
akses jarak jauh yang efisien dan aman.

Kata kunci— Apache, home server, latency, Nginx, OpenVPN,
response time, resource usage.

L PENDAHULUAN

Pengembangan teknologi informasi dan komunikasi
telah secara signifikan meningkatkan kebutuhan akan akses
data dan layanan secara fleksibel dan aman, tidak terbatas
pada lokasi fisik. Fenomena ini mendorong peningkatan
adopsi solusi yang memungkinkan pengguna untuk
terhubung ke jaringan pribadi dari jarak jauh, termasuk akses
ke sumber daya personal seperti home server. Kebutuhan
akan kemampuan mengakses data dan aplikasi di some server
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dari luar jaringan lokal semakin umum, baik untuk keperluan
kerja jarak jauh maupun pengelolaan data pribadi [1].

Akses jarak jauh yang aman ke jaringan pribadi
menjadikan Virtual Private Network (VPN) sebagai solusi
yang mapan untuk menciptakan kanal komunikasi yang aman
melalui infrastruktur publik seperti internet. Dengan teknik
enkripsi dan tunneling, VPN menjamin kerahasiaan,
integritas, dan otentikasi data yang ditransmisikan. Selain
VPN, reverse proxy juga semakin populer sebagai lapisan di
depan home server untuk mengelola koneksi masuk,
memberikan fitur keamanan tambahan seperti terminasi
SSL/TLS, otentikasi, dan load balancing. Penggunaan
reverse proxy juga menyederhanakan akses ke berbagai
layanan internal melalui satu titik masuk publik [2].

Solusi untuk mengatasi masalah kinerja potensial
melibatkan pemilihan jenis reverse proxy yang efisien dan
konfigurasi sistem yang tepat. Dua jenis reverse proxy yang
saat ini banyak digunakan dan diakui karena efisiensi dan
fleksibilitas berbeda adalah Nginx dan Apache. Nginx
menggunakan arsitektur event-driven yang dirancang untuk
menangani ribuan koneksi simultan dengan konsumsi
resource minimal, sementara Apache menerapkan model
multi-process yang memberikan stabilitas tinggi namun
dengan overhead memori yang lebih besar. Penggunaan
reverse proxy ganda dengan karakteristik berbeda bersamaan
dengan protokol Open VPN merupakan salah satu pendekatan
arsitektur ~ yang  layak  diimplementasikan = untuk
meningkatkan keamanan dan fungsionalitas akses home
server dari jarak jauh [3].

Penelitian ini mengusulkan pendekatan analisis empiris
terhadap kinerja konfigurasi akses ~ome server menggunakan
kombinasi OpenVPN dengan membandingkan implementasi
reverse proxy Nginx dan Apache dalam lingkungan yang
terkontrol. Fokus analisis diarahkan pada parameter utama
(QoS), yaitu response time, latency, dan penggunaan sumber
daya seperti CPU dan RAM. Hasil pengujian akan diperoleh
melalui serangkaian skrip pengujian terotomatisasi dan
divisualisasikan dalam bentuk grafik metrik, sehingga
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memungkinkan analisis kinerja secara komprehensif dan
akurat berdasarkan data empiris yang telah dikumpulkan [4].

Penelitian ini menyediakan data kuantitatif perbandingan
kinerja antara implementasi reverse proxy Nginx dan Apache
ketika digunakan dalam lingkungan OpenVPN pada skenario
akses home server. Dengan menampilkan hasil pengujian
secara terstruktur dan menampilkan metrik kinerja dalam
bentuk tabel, penelitian ini memberikan gambaran jelas
mengenai dampak overhead dan interaksi antar komponen
dalam arsitektur multi-tier reverse proxy. Hasil penelitian ini
akan memberikan panduan yang jelas bagi pengguna dalam
memilih jenis reverse proxy yang paling sesuai untuk
kebutuhan akses home server mencapai keseimbangan.
Analisis ini diharapkan dapat membantu mengoptimalkan
konfigurasi akses jarak jauh, memastikan pengalaman
pengguna yang lebih baik dan pemanfaatan sumber daya
sistem yang lebih efisien dibandingkan mengandalkan asumsi
teoretis.

1L KAJIAN TEORI

Bagian ini menguraikan berbagai teori yang
berhubungan dengan variabel penelitian, yang menjadi
landasan utama dalam proses pengembangan sistem. Berikut
adalah teori-teori yang relevan:

A. Reverse Proxy

Reverse proxy berfungsi menyeimbangkan beban trafik
dengan meneruskan permintaan klien ke beberapa server
backend serta menyediakan caching untuk meningkatkan
performa web server. Kelebihannya mencakup peningkatan
performa, stabilitas, fitur lengkap, dan efisiensi sumber daya,
seperti pada Nginx. Reverse proxy juga mengurangi beban
server dengan menyimpan data halaman dalam memori.
Namun, kekurangannya bisa muncul dari ketergantungan
pada konfigurasi yang tepat dan risiko jika koneksi internet
tidak stabil [5].

Nginx adalah server yang mengalihkan permintaan
pengguna ke server lain, mendistribusikan lalu lintas, dan
mengoptimalkan beban server untuk meningkatkan
kecepatan dan pengalaman pengguna. Apache adalah server
web yang menyajikan halaman web kepada pengguna,
memungkinkan mereka mengakses konten seperti teks,
gambar, dan video. Selain itu, Apache juga dapat berfungsi
sebagai perantara (reverse proxy), memungkinkan akses ke
banyak layanan melalui satu titik masuk, yang meningkatkan
kecepatan dan keamanan [6].

B. Nginx

Nginx adalah web server efisien buatan Igor Sysoev
(2004) dengan arsitektur event-driven, mampu menangani
ribuan koneksi dengan memori minimal. Dalam reverse
proxy berbasis Open VPN, Nginx di Pi01 bertugas menerima
permintaan HTTP/HTTPS lewat tunnel terenkripsi, lalu
meneruskannya ke backend via proxy pass sambil
mempertahankan info client dengan X-Real-IP dan X-
Forwarded-For. Arsitekturnya yang ringan cocok untuk
perangkat terbatas seperti Raspberry Pi, tidak seperti Apache
yang memakai model multi-process [7].

Konfigurasi Nginx meliputi upstream, SSL termination,
dan load balancing, yang membantu menekan /latency dan
response time dalam tunnel VPN. Keunggulannya ada pada
efisiensi CPU/RAM dan dukungan HTTP/2 serta WebSocket
untuk performa web modern yang optimal [8][9].
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C. Apache

Apache HTTP Server adalah web server open source yang
dikembangkan sejak 1995 oleh Apache Software
Foundation, terkenal dengan arsitektur modular yang
fleksibel. Dalam reverse proxy berbasis Open VPN, Apache
di Pi02 Dbertindak sebagai perantara permintaan
HTTP/HTTPS dari client melalui tunnel terenkripsi, lalu
meneruskannya ke backend menggunakan modul mod proxy
dengan direktif ProxyPass dan ProxyPassReverse. Arsitektur
multi-process (MPM) memungkinkan setiap proses bekerja
mandiri, memberi stabilitas tinggi meski konsumsi resource
lebih besar dibanding Nginx [10].

Konfigurasi Apache melibatkan aktivasi modul seperti
mod _proxy, mod ssl, dan mod proxy balancer untuk
mendukung SSL termination, load balancing, dan routing
lanjutan. Keunggulannya terletak pada fleksibilitas
konfigurasi, dukungan berbagai protokol dan metode
otentikasi, serta kemampuan fine-tuning melalui direktif
yang detail. Namun, konsumsi CPU dan RAM yang tinggi
menjadi pertimbangan pada perangkat terbatas seperti
Raspberry Pi [11].

D. Virtual Private Network

Virtual Private Network (VPN) adalah teknologi yang
mengamankan pengiriman data antar jaringan melalui jalur
terenkripsi, dengan enkapsulasi dan autentikasi penerima
untuk menjaga keamanan, terutama saat menghubungkan
antar divisi dalam perusahaan [12].

OpenVPN  adalah software open-source untuk
membangun koneksi VPN yang aman melalui internet.
Berdasarkan jurnal "Implementasi VPN pada VPS Server
menggunakan OpenVPN dan Raspberry Pi", OpenVPN
meningkatkan keamanan dan kecepatan transfer data.
Pengguna dapat mengakses jaringan seolah berada di lokasi
yang sama dengan IP yang berbeda dari IP fisik,
meningkatkan privasi. Kekurangannya ada pada konfigurasi
yang kompleks dan butuh pengetahuan teknis, namun tetap
efektif untuk keamanan dan komunikasi jarak jauh [2][13].
E. OpenVPN

OpenVPN  adalah solusi VPN populer yang
memungkinkan koneksi jaringan privat yang aman melalui
internet, menggunakan tunneling dan enkripsi untuk
melindungi data. Sistem ini membuat "terowongan virtual"
yang memungkinkan pengguna mengakses jaringan internal
seolah-olah berada di lokasi yang sama [14].

OpenVPN menggunakan SSL/TLS untuk otentikasi dan
enkripsi. Koneksi dimulai dengan handshake antara server
dan client untuk pertukaran kunci dan verifikasi sertifikat
digital. Data kemudian dienkripsi (misalnya dengan AES)
dan hanya dapat dibaca oleh pihak yang berwenang. Metode
otentikasi dapat berupa username/password, sertifikat digital,
atau pre-shared key [15].

Arsitekturnya berbasis client-server, di mana server
mengelola koneksi dari banyak client. Enkripsi bekerja di
level network layer, sehingga semua paket data dari interface
virtual dienkripsi sebelum dikirim dan didekripsi saat tiba.
OpenVPN mendukung berbagai topologi seperti point-to-
point dan site-to-site VPN [16].

OpenVPN efektif untuk akses remote yang aman. Untuk
home server, seperti dengan Raspberry Pi, OpenVPN
memungkinkan akses dari mana saja dengan tingkat
keamanan tinggi. Dalam penelitian ini, OpenVPN menjadi
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teknologi inti yang menghubungkan VPS dan Ahome server
melalui reverse proxy [14].
F. Virtual Pivate Server

Virtual Private Server (VPS) adalah hasil virtualisasi
server fisik menjadi beberapa lingkungan virtual yang
terisolasi dan independen, menggabungkan fleksibilitas
dedicated server dengan efisiensi biaya. Dalam penelitian ini,
VPS digunakan sebagai infrastruktur cloud untuk hosting
OpenVPN server dan layanan reverse proxy yang
menghubungkan home server Pi0l (Nginx) dan Pi02
(Apache) melalui tunnel OpenVPN terenkripsi [17].

VPS menggunakan teknologi virtualisasi berbasis
hypervisor atau container yang menyediakan sistem operasi
terisolasi untuk tiap instance sesuai kebutuhan. Dengan fitur
isolasi sumber daya, kemampuan restart mandiri, dan kendali
konfigurasi penuh, VPSOl dioptimalkan sebagai server
OpenVPN yang melayani dua reverse proxy berbeda.
Arsitekturnya meliputi hypervisor, mesin virtual/container,
antarmuka jaringan virtual, dan penyimpanan virtual. VPSO01
mengelola IP, firewall, dan routing secara mandiri, termasuk
konfigurasi subnet OpenVPN 10.10.20.0/24.

Keamanan dijamin melalui lapisan virtualisasi dan kontrol
sistem operasi untuk melindungi data dalam tunnel. Dalam
konteks enterprise dan home server, VPS cocok untuk web
deployment, akses jarak jauh, dan solusi berperforma tinggi.
Dibanding server dedicated, VPS lebih efisien, fleksibel, dan
kompatibel dengan arsitektur Nginx (event-driven) dan
Apache (multi-process), sekaligus menambah lapisan
keamanan dan konfigurasi reverse proxy, sehingga menjadi
solusi optimal dengan ketersediaan tinggi dan performa stabil
pada OpenVPN [18].

G. Raspberry Pi

Raspberry Pi adalah Raspberry Pi adalah komputer papan
tunggal berbasis ARM yang hemat energi dan fleksibel,
cocok sebagai home server. Model 4 B dengan prosesor quad-
core Cortex-A72 1,8 GHz dan konsumsi daya 2,5-7,6W
dapat menjalankan reverse proxy Nginx (Pi01) dan Apache
(Pi02) melalui tunnel OpenVPN dengan beban minimal.
Sistem ini menggunakan Raspberry Pi OS 64-bit berbasis
Debian dan mendukung layanan jaringan dengan enkripsi
AES-256-CBC.

Meskipun antarmuka Gigabit Ethernet tersedia,
throughput OpenVPN terbatas antara 20—80 Mbps karena
enkripsi berbasis CPU tanpa akselerasi perangkat keras.
Dengan SoC Broadcom BCM2711, RAM hingga 8GB, dan
bandwidth memori 12,8 GB/s, Pi0l dan Pi02
mengoperasikan reverse proxy berbeda pada IP 10.10.20.2
dan 10.10.20.3 dalam jaringan OpenVPN. Bottleneck muncul
pada CPU saat enkripsi/dekripsi koneksi paralel. Raspberry
Pi merupakan solusi ekonomis dan ramah lingkungan untuk
akses jarak jauh melalui OpenVPN [19].

H. Home Server

Home server adalah sistem penyimpanan data terpusat
dalam jaringan rumah, berfungsi untuk layanan multimedia,
file sharing, dan backup data secara mandiri. Sistem ini
menggunakan teknologi Network Attached Storage (NAS)
yang memungkinkan akses file melalui jaringan, lebih
sederhana dibanding SAN atau DAS. Dengan arsitektur
client-server, home server mendukung akses remote dan
streaming real-time [20].
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I. Ubuntu

Ubuntu adalah sistem Ubuntu adalah sistem operasi open
source berbasis Linux yang dikembangkan oleh Canonical
Ltd., dikenal karena stabilitas, keamanan, dan fleksibilitas
dalam pengelolaan jaringan. Sistem ini mendukung
virtualisasi (KVM) dan kontainerisasi (Docker), serta
menerima pembaruan keamanan secara rutin untuk
melindungi data dari ancaman siber.

Ubuntu menggunakan kernel Linux, repositori paket, dan
beragam tools keamanan yang mendukung protokol
kriptografi modern serta deteksi ancaman secara proaktif.
Karena kemudahan instalasi dan dokumentasi lengkap,
Ubuntu banyak digunakan pada server, termasuk home
server, serta menawarkan stabilitas dan dukungan protokol
keamanan pada layanan VPN dan reverse proxy, sehingga
menjadi standar solusi keamanan jaringan saat ini [21][20].
J. Analisis Kinerja

Analisis kinerja jaringan merupakan proses untuk
mengevaluasi efektivitas sistem jaringan, khususnya saat
menerapkan reverse proxy Nginx dan Apache melalui
protokol Open VPN di infrastruktur some server. Evaluasi ini
mencakup pengukuran throughput, latency, response time,
dan penggunaan CPU/RAM, dengan fokus pada dampak
enkripsi OpenVPN serta perbedaan arsitektur event-driven
Nginx dan multi-process.

Data dikumpulkan melalui monitoring menggunakan
tools seperti curl, ping, top, free, dan iperf, yang disesuaikan
untuk melihat performa masing-masing reverse proxy dalam
skenario VPN terenkripsi. Server VPSO1 berfungsi sebagai
endpoint OpenVPN, sedangkan Pi01 dan Pi02 sebagai klien
yang menjalankan reverse proxy berbeda.

Simulasi dilakukan untuk menguji performa pada
berbagai beban trafik, membandingkan efisiensi Nginx yang
unggul dalam menangani koneksi paralel dan konsumsi
memori rendah, dengan Apache yang lebih fleksibel melalui
sistem modulnya. Analisis ini bertujuan menentukan solusi
terbaik dalam lingkungan home server terbatas, dengan tetap
menjaga keamanan melalui enkripsi OpenVPN.

I1I. METODE

Diagram blok pada Gambar 1 menggambarkan langkah-
langkah untuk menganalisis kinerja Nginx dan apache
sebagai reverse proxy menggunakan Open VPN untuk akses
home server. Setiap bagian akan di jelaskan di bawah ini.

Konfigurasi .| Konfigurasi Server
Perangkat i dan Client
v
o Skenario
<
Analisis Kinerja [« Percobaan

GAMBAR 1
DIAGRAM BLOK IMPLEMENTASI
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A. Konfigurasi Perangkat

Penelitian ini melibatkan empat komponen utama dalam
implementasi proksi terbalik ganda berbasis OpenVPN:
VPSO01 sebagai peladen OpenVPN pusat, VPS02 sebagai
klien pengujian, serta Pi01 dan Pi02 sebagai peladen rumah
yang menjalankan proksi terbalik Nginx dan Apache. VPS01
menggunakan subnet 10.10.20.0/24 di port UDP 1194. Pi01
(IP 10.10.20.2) menjalankan Nginx untuk meneruskan
permintaan HTTP melalui terowongan Open VPN, sementara
Pi02 (IP 10.10.20.3) menggunakan Apache dengan modul
proksi aktif. Kedua proksi mengarahkan permintaan dari
VPSO02 ke layanan web masing-masing, dengan virtual host
pil.habeebqr.my.id untuk Nginx dan pi2.habeebqr.my.id
untuk Apache, serta seluruh lalu lintas terenkripsi melalui
OpenVPN.

B. Konfigurasi Server dan Client

Konfigurasi server dan klien dimulai dengan instalasi
OpenVPN di VPSSOl menggunakan easy-rsa untuk
manajemen sertifikat. Konfigurasi utama disimpan di
/etc/openvpn/server.conf dengan IP 10.10.20.1/24, port UDP
1194, enkripsi AES-256-CBC, dan iptables untuk
meneruskan lalu lintas ke Pi0l dan Pi02. Sertifikat klien
dibuat via build-key dan disimpan di /etc/openvpn/keys/.

Di Pi0Ol, reverse proxy Nginx dikonfigurasi lewat
/etc/nginx/sites-available/default untuk meneruskan HTTP ke
port 808056. Di Pi02, Apache dikonfigurasi via
/etc/apache2/sites-available/000-default.conf dengan modul
proxy aktif. Keduanya memakai header HTTP seperti X-
Real-IP dan X-Forwarded-For untuk pelacakan IP asli klien.

VPS02 sebagai klien pengujian menggunakan curl, iperf3,
dan ping via SSH ke VPSO1 dengan ssh user@vps01-ip
"./test script.sh" untuk menjalankan pengukuran HTTP,
latensi, throughput, serta pemantauan CPU dan RAM.

Pi01 dan Pi02 bertindak sebagai web server sederhana di
/var/www/html, masing-masing terkoneksi ke OpenVPN
dengan IP 10.10.20.2 dan 10.10.20.3. Validasi akhir
dilakukan dengan ping, traceroute, nginx -t, apache2ctl
configtest, dan openvpn --config client.ovpn guna
memastikan sistem siap menjalankan skenario reverse proxy
ganda secara terstruktur.
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4 Apache Response
Pi02 + time,
VPS02 Ya Pi02 latency,
tanpa resource
domain usage
Penelitian ~ ini  merancang  eksperimen  untuk

membandingkan performa Nginx dan Apache sebagai
reverse proxy dalam akses home server melalui OpenVPN,
VPS, dan Raspberry Pi. Empat skenario diuji: (1) Apache
dengan VPN (sebagai reverse proxy), (2) Nginx dengan VPN
(sebagai reverse proxy), (3) Apache direct (akses langsung
tanpa proxy), dan (4) Nginx direct.

Pada skenario pertama, reverse proxy Nginx di VPSO01
mengarahkan permintaan HTTP ke Pi01 (10.10.20.2) melalui
domain pil.habeebqr.my.id dengan tunnel OpenVPN
terenkripsi. Ini memungkinkan analisis efisiensi arsitektur
event-driven Nginx dalam menangani request simultan.
Skenario kedua menguji Apache sebagai reverse proxy di
VPSO01 melalui pi2.habeebqr.my.id ke Pi02 (10.10.20.3),
menyoroti arsitektur multi-process Apache dalam mengelola
HTTP traffic dan konsumsi resource.

Skenario ketiga dan keempat mengakses langsung Pi01
dan Pi02 lewat IP-nya dalam jaringan VPN tanpa reverse
proxy, untuk memperoleh data baseline. Pendekatan ini
memungkinkan ~ pembandingan langsung dampak
penambahan reverse proxy terhadap response time, latensi,
dan efisiensi resource.

Keempat skenario dirancang sistematis guna memperoleh
dataset komprehensif yang mendukung analisis trade-off
antara aksesibilitas, keamanan, dan performa, serta
mengidentifikasi konfigurasi optimal untuk implementasi
home server dalam konteks produksi.

D. Analisis Kerja

Analisis kinerja dalam penelitian ini berfokus pada empat
metrik utama: response time, latency, penggunaan CPU, dan
RAM. Setiap metrik diukur dengan alat dan parameter
terstandar guna memastikan validitas data dalam evaluasi
performa reverse proxy Nginx dan Apache melalui protokol
OpenVPN.

. TABEL 2
C. Skenario Percobaan METRIK ANALISIS KERJA
TABEL 1
SKENARIO PERCOBAAN Metrik Tools Deskripsi Command
Pengujian Pengujian
Skenario | Reserve | VPN Target Metrik Waktu yang
Proxy diperlukan curl -s -o
1 Response Response server untuk | /dev/null -w
. . . curl A ,
Nginx . . time, time menanggapi | '%{time_total}
: Pi01 via . ” "
Pi0l + Ya VPS0] latency, permintaan Starget url
VPS02 resource HTTP
usage Waktu
2 Response Latency | ping tempuh data ;zzng -c ZQ _f, 0.2
Apache . . time, dari sumber Starget _ip
. Pi02 via . -
Pi02 + Ya latency, ke tujuan
VPS01
VPS02 resource Penggunaan | top -bnl | grep
usage prosesor "%Cpu" | awk
3 Nginx Response CPU fop dalam "{print 100-
Piol + time, persentase 88"
VPS02 Y Pi01 lat
S a i atency, RAM free Penggupaan free | awk
tanpa resource memori "/"Mem:/
domain usage
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dalam
persentase

{printf\"%. 11",
$3/82*100}"

Analisis kinerja dalam penelitian ini mencakup empat
metrik utama, yaitu response time, latency, penggunaan CPU,
dan RAM. Response time diukur menggunakan perintah curl,
yang mencatat durasi dari pengiriman permintaan HTTP
hingga seluruh respons diterima. Hasilnya menunjukkan
bahwa Nginx memberikan response time yang lebih
konsisten dibandingkan Apache karena arsitektur event-
driven yang efisien dalam menangani koneksi simultan.
Latency diukur dengan ping terhadap 20 paket ICMP, dan
reverse proxy Nginx menunjukkan nilai /atency yang lebih
rendah dibandingkan Apache karena overhead pemrosesan
yang lebih ringan. Untuk penggunaan sumber daya,
pemantauan dilakukan menggunakan fop dan free, di mana
Apache terlihat mengonsumsi CPU dan RAM lebih tinggi
akibat model multi-process yang membutuhkan memori
terpisah per proses, sementara Nginx lebih efisien dengan
satu master process dan worker threads. Analisis korelasi
antar metrik menunjukkan bahwa Nginx unggul dalam
performa saat beban tinggi, sedangkan Apache cenderung
lebih stabil pada konfigurasi kompleks seperti SSL/TLS.

Keduanya mengalami  peningkatan latency  ketika
ditambahkan lapisan reverse proxy di VPSOl akibat
tambahan hop jaringan melalui OpenVPN. Secara

keseluruhan, pemilihan antara Nginx dan Apache bergantung
pada prioritas sistem, di mana Nginx lebih cocok untuk
kebutuhan throughput tinggi dengan respons cepat, dan
Apache lebih sesuai untuk skenario yang menuntut
fleksibilitas konfigurasi dan dukungan modul, meskipun
dengan konsumsi sumber daya yang lebih besar.

IV. HASIL DAN PEMBAHASAN

A. Skenario Percobaan

Pengujian kinerja sistem dilakukan dalam environment
terkontrol menggunakan koneksi internet fiber optic 100
Mbps dan router rumahan standar. Pengujian dijadwalkan
dini hari (pukul 03.00-05.00 WIB) untuk meminimalkan
gangguan cksternal dan menjaga konsistensi data.
Infrastruktur pengujian terdiri dari empat perangkat utama:
satu VPS (IP 20.255.49.168) sebagai server OpenVPN
sekaligus reverse proxy (Nginx dan Apache), dua Raspberry
Pi (10.10.20.2 dan 10.10.20.3) sebagai backend dan client
OpenVPN, serta satu workstation lokal sebagai terminal
pengujian. Tiap perangkat dikonfigurasi sesuai fungsinya
dengan kombinasi interface ethO/wlan0 untuk akses internet
dan tun0 untuk koneksi VPN. Pengujian membandingkan
empat skenario: akses ke backend via Nginx
(pil.habeebqr.my.id), via Apache (pi2.habeebqr.my.id), serta
direct access ke masing-masing Raspberry Pi menggunakan
IP VPN tanpa reverse proxy. Metrik yang diuji meliputi
response time, latency, penggunaan CPU, dan memori.
Pengumpulan data dilakukan menggunakan skrip bash
otomatis yang mengintegrasikan curl, ping, dan SSH untuk
monitoring performa secara real-time di server.

1. Nginx sebagai Reverse Proxy dengan OpenVPN

Skenario awal menguji performa aksesibilitas backend
Pil (IP 10.10.20.2) melalui reverse proxy Nginx yang
dioperasikan pada VPS1. Proses benchmarking dilakukan
dari VPS2 sebagai workstation evaluasi, menggunakan
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endpoint domain pil.habeebgr.my.id yang mengarahkan
seluruh traffic HTTP melewati Nginx sebelum diteruskan ke
Pil melalui tunnel OpenVPN. Hasil pengujian menunjukkan
rata-rata waktu respons sebesar 0,1546 detik dan latensi
jaringan 60,097 milidetik tanpa terjadi packet loss.
Pemantauan terhadap VPS1 menunjukkan utilisasi CPU
sebesar 3,1% dan penggunaan RAM sebesar 8,3% selama
pengujian. Hasil ini menunjukkan bahwa Nginx mampu
menjalankan fungsi reverse proxy dengan performa stabil,
efisiensi penggunaan resource yang baik, dan tingkat
responsivitas akses yang tinggi.
2. Apache sebagai Reverse Proxy dengan OpenVPN

Evaluasi tahap selanjutnya difokuskan pada pengujian
backend Pi2 (IP 10.10.20.3) yang diakses melalui reverse
proxy Apache pada VPSI1. Proses benchmarking dilakukan
dengan pendekatan serupa menggunakan domain
pi2.habeebqr.my.id, di mana seluruh permintaan HTTP
dialihkan melalui Apache dan diteruskan ke Pi2 melalui
infrastruktur tunnel OpenVPN yang telah dikonfigurasi
sebelumnya. Hasil pengujian menunjukkan waktu respons
rata-rata sebesar 0,1062 detik, disertai latensi rata-rata 61,444
milidetik dan tanpa terjadi packet loss. Pemantauan terhadap
utilisasi sistem pada VPS1 mencatat konsumsi CPU yang
meningkat hingga 6,1 persen, sementara penggunaan RAM
berada pada kisaran 7,9 persen. Temuan ini mengindikasikan
bahwa Apache mampu menjalankan peran reverse proxy
dengan kinerja yang solid dalam skenario koneksi VPN
menuju home server, meskipun menunjukkan pola konsumsi
CPU yang lebih tinggi dibandingkan Nginx.
3. Nginx sebagai Reverse Proxy dengan OpenVPN tanpa
Domain

Skenario evaluasi ketiga mengadopsi pendekatan akses
langsung terhadap backend Pil melalui alamat I[P VPN tanpa
keterlibatan reverse proxy sebagai perantara. Berdasarkan
hasil benchmarking, waktu respons rata-rata tercatat sebesar
0,1214 detik dengan latensi jaringan 60,369 milidetik serta
konsistensi zero packet loss yang tetap terjaga. Namun,
observasi terhadap utilisasi resource menunjukkan adanya
lonjakan signifikan pada beban CPU VPS1 yang mencapai
15,2 persen, sementara konsumsi RAM relatif stabil pada
angka 7,8 persen. Temuan yang bersifat paradoksal ini
mengindikasikan bahwa meskipun akses langsung cenderung
menghasilkan waktu respons yang sedikit lebih optimal
dibandingkan dengan skenario menggunakan reverse proxy
Nginx, beban pemrosesan CPU justru meningkat tajam akibat
seluruh traffic VPN diproses langsung oleh server tanpa
adanya mekanisme distribusi atau pengelolaan beban
tambahan dari reverse proxy.
4.  Apache sebagai Reverse Proxy dengan OpenVPN tanpa
Domain

Implementasi skenario terakhir melibatkan akses
langsung menuju backend Pi2 melalui alamat IP VPN tanpa
melalui mekanisme reverse proxy sebagai gateway.
Pengujian komprehensif menunjukkan waktu respons rata-
rata sebesar 0,1291 detik dengan latensi jaringan mencapai
62,353 milidetik, serta mempertahankan konsistensi zero
packet loss sepanjang proses evaluasi. Hasil monitoring
resource mencatat utilisasi CPU VPS1 pada level 3,2 persen
dan konsumsi RAM sebesar 7,8 persen selama periode
pengujian berlangsung. Interpretasi terhadap temuan ini
mengindikasikan bahwa pendekatan akses langsung terhadap
Pi2 mampu menghasilkan performa yang stabil dari sisi
responsivitas maupun efisiensi penggunaan sumber daya
sistem, serta menawarkan karakteristik performa yang
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distinctive apabila dibandingkan dengan metode akses
berbasis reverse proxy.

B. Hasil Percobaan Skenario
1. Hasil Pengujian Nginx sebagai Reverse Proxy dengan
OpenVPN

SKENARIO 1: NGINX Reverse Proxy (pil.habeebqr.my.id)
> [INFO] Silakan switch reverse proxy ke mode nginx di VPS1 (gunakan alias rv_nginx) dan t
jika sudah (atau [n] untuk tambah waktu):

pil.habeebgr.my.id) ##

Ri ms

=> Query penggunaan CPU+RAM pada VPS1 (top/free)...
CPU VPS1: 3.1% | RAM VPS1: 8.3%

GAMBAR 2
HASIL SKENARIO PERTAMA

Evaluasi tahap awal berfokus pada analisis kinerja
aksesibilitas backend Pil yang diakses melalui alamat IP
10.10.20.2 dan diproses melalui lapisan reverse proxy
NGINX pada infrastruktur VPS1. Metodologi benchmarking
dilakukan dari VPS2 yang berperan sebagai workstation
penguji, dengan menggunakan endpoint  domain
pil.habeebqr.my.id untuk mengarahkan seluruh traffic HTTP
melalui NGINX di VPS1 sebelum diteruskan ke backend Pil
melalui jalur tunnel OpenVPN terenkripsi. Hasil evaluasi
menunjukkan performa yang stabil dengan waktu respons
rata-rata 0,1546 detik dan latensi jaringan rata-rata sebesar
60,097 milidetik, serta mempertahankan zero packet loss
secara konsisten. Observasi terhadap utilisasi sumber daya
sistem pada VPS1 menunjukkan beban CPU yang terkendali
pada level 3,1 persen, serta konsumsi memori RAM sebesar
8,3 persen selama periode pengujian. Temuan ini
memvalidasi kapabilitas NGINX dalam menyajikan layanan
reverse proxy yang andal, dengan stabilitas performa yang
unggul, efisiensi penggunaan resource yang optimal, serta
tingkat responsivitas yang mampu memenuhi ekspektasi
pengguna akhir.

2. Hasil Pengujian Apache sebagai Reverse Proxy dengan
OpenVPN

2: Apache Reverse Proxy (pi2.habeebqr.my.id) —-
akan switch reverse proxy ke mode apache di VPS1 (gunakan alias rv_apache) dan
[n] untuk tambah waktu):

| _PI2 (http://pi2.habeebqr.my.id) ##%
> Mengukur Response Time (curl 16x)...

> Rata-rata Respo
> Mengukur Lat:

Hasil Skenario APACHE_PROXIED_|
abe

GAMBAR 3
HASIL SKENARIO KEDUA
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Skenario selanjutnya menguji akses backend Pi2 (IP
10.10.20.3) melalui reverse proxy Apache di VPSI,
menggunakan domain pi2.habeebqr.my.id yang
mengarahkan trafik HTTP ke Pi2 via tunnel OpenVPN. Hasil
benchmarking menunjukkan waktu respons rata-rata 0,1062
detik dengan latensi 61,444 milidetik dan zero packet loss
yang konsisten. Selama pengujian, VPS1 mencatatkan
konsumsi CPU sebesar 6,1 persen dan RAM 7,9 persen.
Temuan ini menegaskan bahwa Apache mampu memberikan
kinerja reverse proxy yang andal, meskipun dengan
konsumsi CPU yang lebih tinggi dibanding NGINX pada
skenario sebelumnya.

3. Hasil Pengujian Nginx sebagai Reverse Proxy dengan
OpenVPN tanpa Domain

--- SKENARIO 3: Backend PI1 (direct OpenVPN IP) -—-
## BENCHMARK: DIRECT_PI1 (http://10.10 2) ##

CPU VPS1: 15.2% | RAM VPS1: 7.8%
---- Hasil Skenario DIR
http:/

GAMBAR 4
HASIL SKENARIO KETIGA

Skenario ketiga menguji akses langsung ke backend Pil
via IP VPN tanpa reverse proxy. Benchmark mencatat waktu
respons rata-rata 0,1214 detik, latensi 60,369 milidetik, dan
zero packet loss. Namun, beban CPU VPS1 meningkat
signifikan hingga 15,2 persen, meski RAM tetap stabil di 7,8
persen. Hal ini menunjukkan bahwa meski respons cukup
cepat, akses langsung menimbulkan CPU yang tinggi akibat
penanganan traffic VPN tanpa bantuan lapisan proxy.

4. Hasil Pengujian Apache sebagai Reverse Proxy dengan
OpenVPN tanpa Domain

--- SHENARIO 4: Backend PI2 (direct OpenVPN IP) -—-
## BENCHMARK: DIRECT_PI2 (http://10.10 ) ##
=> Mengukur Response Time (curl 16x)...

Request 1: 0.

Response Time: ©.1291 detik
Mengukur Latency (ping 20x)...
Packet L

=> Query penggunaan
CPU VPS1: 3.2% | RAM VP!
---- Hasil Skenario DIRECT_PI2
: http
.1291 detik

ms | Packet Lo

GAMBAR 5
HASIL SKENARIO KEEMPAT

Skenario terakhir menguji akses langsung ke backend Pi2
via IP VPN tanpa reverse proxy. Hasil menunjukkan respons
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rata-rata 0,1291 detik, latensi 62,353 milidetik, dan zero
packet loss. Selama pengujian, CPU VPS] terpantau stabil di
3,2 persen dan RAM di 7,8 persen. Temuan ini menegaskan
bahwa akses direct ke Pi2 menawarkan performa stabil dan
efisien, serta memperlihatkan karakteristik berbeda
dibanding pendekatan reverse proxy sebelumnya.

C. Analisis Kerja

Dataset hasil pengujian keempat skenario mengungkapkan
adanya divergensi performa yang substansial antara
metodologi reverse proxy berbasiskan Nginx dan Apache
versus pendekatan direct access. Secara komprehensif,
implementasi reverse proxy Apache menghasilkan waktu
respons paling optimal dengan nilai 0,1062 detik, diikuti oleh
akses direct menuju Pil pada 0,1214 detik, kemudian akses
direct ke Pi2 dengan 0,1291 detik, dan terakhir reverse proxy
NGINX dengan 0,1546 detik. Namun demikian, dalam
konteks efisiensi utilisasi CPU pada VPSI1, akses direct
menuju Pil memicu eskalasi konsumsi CPU yang signifikan
hingga mencapai 15,2 persen, sementara implementasi
reverse proxy NGINX dan Apache menunjukkan efisiensi
superior dengan konsumsi masing-masing 3,1 persen dan 6,1
persen.

TABEL 3
ANALISIS KERJA
Skenario Response | Latency | CPU | RAM
time (ms) | (ms) (%) (%)
NGINX + 0,1546 60,097 3,1 8,3
OpenVPN
(pil.habeebqr)
Apache + 0,1062 61,444 6,1 7,9
OpenVPN
(pi2.habeebqr)
NGINX + 0,1214 60,369 152 | 7,8
OpenVPN
tanpa domain
(10.10.20.2)
Apache + 0,1291 62,353 3,2 7,8
OpenVPN
tanpa domain
(10.10.20.3)
NGINX + 0,1546 60,097 3,1 8,3
OpenVPN
(pil.habeebqr)

Profil latency keseluruhan skenario memperlihatkan
konsistensi relatif dalam rentang 60 hingga 62 milidetik,
dengan zero packet loss yang terjaga konsisten,
mengindikasikan stabilitas infrastruktur link VPN dan
jaringan lokal yang reliable.

V. KESIMPULAN

Berdasarkan dataset hasil evaluasi benchmark terhadap
empat metodologi akses home server melalui protokol
OpenVPN dengan implementasi reverse proxy Nginx dan
Apache, diperoleh temuan empiris sebagai berikut:

Evaluasi skenario ini melibatkan aksesibilitas backend
Pil melalui endpoint domain pil.habeebqr.my.id yang
dikonstruksikan sebagai reverse proxy Nginx pada
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infrastruktur VPS1. Dataset pengujian memperlihatkan
waktu respons rata-rata 0,1546 detik, latensi rata-rata 60,097
milidetik dengan konsistensi zero packet loss, serta utilisasi
CPU VPS1 pada level 3,1 persen dan konsumsi RAM 8,3
persen selama periode benchmarking berlangsung. Hasil ini
mendemonstrasikan stabilitas operasional dan efisiensi
pengelolaan sumber daya sistem pada akses melalui
implementasi Nginx reverse proxy.

Pada evaluasi kedua, akses menuju backend  Pi2
dijalankan melalui endpoint domain pi2.habeebqr.my.id yang
beroperasi sebagai reverse proxy Apache pada VPSI1. Hasil
benchmarking menghasilkan waktu respons rata-rata 0,1062
detik, latensi rata-rata 61,444 milidetik dengan maintenance
zero packet loss, disertai penggunaan CPU VPS1 sebesar 6,1
persen dan RAM 7,9 persen. Implementasi reverse proxy
Apache menghadirkan waktu respons paling optimal di
antara keseluruhan skenario, namun mensyaratkan konsumsi
CPU yang hampir berlipat ganda dibandingkan dengan
implementasi Nginx reverse proxy.

Metodologi akses langsung ke Pil via alamat IP VPN
tanpa melibatkan lapisan reverse proxy menghasilkan waktu
respons rata-rata 0,1214 detik, latensi 60,369 milidetik, serta
utilisasi CPU VPS1 yang meningkat signifikan yaitu 15,2
persen dan RAM 7,8 persen. Implementasi direct access
tanpa reverse proxy memicu eskalasi beban CPU pada VPSI
meskipun waktu respons tetap mempertahankan karakteristik
kompetitif.

Pendekatan akses langsung ke Pi2 menggunakan alamat
IP VPN menunjukkan waktu respons rata-rata 0,1291 detik,
latensi 62,353 milidetik, dengan utilisasi CPU 3,2 persen dan
RAM 7,8 persen. Profil kinerja secara holistik
memperlihatkan similaritas dengan akses direct menuju Pil,
namun dengan waktu respons yang sedikit lebih tinggi dan
utilisasi CPU yang lebih rendah dibandingkan dengan
implementasi reverse proxy Apache.
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