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Abstrak — Penyakit kardiovaskular merupakan salah satu
penyebab utama kematian secara global, dengan jumlah korban
mencapai jutaan jiwa setiap tahunnya. Salah satu metode
deteksi dini penyakit jantung adalah melalui analisis sinyal
ECG (Electrocardiogram). Namun, analisis manual terhadap
sinyal ECG masih memiliki keterbatasan dalam hal efisiensi
dan akurasi. Penelitian ini bertujuan untuk mengembangkan
model klasifikasi penyakit jantung berdasarkan nilai amplitudo
sinyal ECG menggunakan metode deep learning. Empat
arsitektur model deep learning yang digunakan adalah CNN,
RNN, LSTM, dan GRU. Dataset yang digunakan berasal dari
MIT-BIH Arrhythmia yang terdiri dari lima kelas jenis detak
jantung. Proses pelatihan dan pengujian dilakukan
menggunakan parameter yang sama, serta evaluasi model
dilakukan menggunakan metrik akurasi, precision, recall, dan
F1-score. Hasil pengujian menunjukkan bahwa model CNN dan
GRU memiliki performa terbaik dengan akurasi sebesar 0.98,
sementara RNN menunjukkan performa terendah dengan
akurasi 0.83. Hasil penelitian ini menunjukkan bahwa
penggunaan model deep learning, khususnya CNN dan GRU,
efektif dalam mengklasifikasikan sinyal ECG untuk deteksi
penyakit jantung secara otomatis.

Kata kunci—Deep learning, CNN, RNN, LSTM, GRU,
Klasifikasi

L. PENDAHULUAN

Penyakit kardiovaskular merupakan penyakit yang
berbahaya, dimana penyakit ini merupakan penyebab
kematian secara global. Data dari WHO diperkirakan sekitar
17,9 juta manusia meninggal setiap tahunnya [1]. WHO
memperkirakan empat dari limat kematian kardiovaskular
disebabkan oleh serangan jantung dan stroke, dan sepertiga
dari kematian berusia dibawah 70 tahun [1]. Data dari
kemenkes kematian yang disebabkan oleh penyakit
kardiovaskular di indonesia sendiri mencapai 651.481
penduduk pertahunnya [2].

ECG (electrocardiogram) merupakan alat untuk
memantau kesehatan jantung. Penganalisis sinyal ECG masih
dilakukan secara manual, hal ini dapat menyebabkan
kesalahan dan memakan waktu. Penyakit jantung seperti
ganguan irama jantung (aritmia), pengindentifikasi penyakit
ini masih dilakukan dengan pengamatan langsung terhadap
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signal ECG. Metode ini sering kali menyebabkan
indentifikasi tidak efisien, dan rentan terhadap kesalahan
diagnosis [3]. Oleh karena itu, diperlukan teknologi dalam
melakukan indentifikasi akan penyakit dengan melakukan
klasifikasi.

Metode yang digunakan dalam penelitian ini adalah deep
learning, dimana deep learning merupakan bagian dari
machine learning yang algoritmanya sering digunakan
dikarenakan struktur dan cara kerjanya seperti struktur otak
manusia atau lebih dikenal sebagai jaringan syaraf tiruan
ANN (Artificial Neural Network) [4]. Beberapa model deep
learning yang digunakan dalam penelitian meliputi CNN,
RNN, LSTM, dan GRU.

Penelitian ini bertujuan untuk menerapkan 4 model deep
learning dalam melakukan klasifikasi akan penyakit jantung.
Menggunakan dataset dari MIT-BIH Arrhymthmia diambil
dari Kaggle dengan judul “ECG Hearbeat Categorization
Dataset” dan ditulis dalam penelitian yang berjudul “ECG
Heartbeat  Classification: A  Deep  Transferable
Representation ” yang ditulis oleh M.Kachuee et al [3].
Penelitian ini diharapkan dapat memberikan kontribusi atau
manfaat signifikan untuk perkembangan teknologi, sebagai
referensi untuk analisis performa model deep learning.

I1. KAJIAN TEORI
Kajian teori bertujuan untuk menjelaskan landasan
konseptual dan teknis yang relevan dengan penelitian
mengenai Klasifikasi Penyakit Jantung Berdasarkan Nilai
Amplitudo ECG Signal Menggunakan Deep Learning.
Pembahasan teori disusun berdasarkan variabel utama dalam
penelitian ini.

A. ECG (Electrocardiogram)

Electrocardiogram (ECG) adalah alat yang digunakan
untuk melakukan diagnostik yang merekan akan aktivitas
listrik jantung, menampilkan akan perubahan potensial listrik
dalam bentuk gelombang P, QRS, dan T [5], [6], [7].
Gelombang PQRST dapat dilihat pada Gambar 1 (A).
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GAMBAR 1
(A) GELOMBANG PQRST [8]

B. Arrythmia

Arrythmia atau aritmia adalah gangguan ritme pada
jantung yang menyebabkan irama jantung dari penderita
penyakit ini menjadi terlalu cepat, terlalu lambat, atau tidak
teratur. Kondisi ini disebabkan oleh kelainan dari
pembentukan maupun penghantaran impuls listrik di sistem
konduksi jantung [9], [10]. Jenis- jenis dari artimia
diantaranya: Normal, Artial Premature Contraction,
Premature Ventricular Contracion, Fusion of Ventricular
and Normal, Fusion of paced and Normal.

a) Normal

Normal adalah dimana, gelombang irama jantung
memiliki irama yang teratur, dan frekuensi dari 60-100 kali
per menit. Gelombang P dan QRS pada sinyal ECG normal
memiliki interval PR 120-200 ms [11], [12].

b) Artial premature contracion (PAC

Artial premature contracion (PAC) adalah detak jantung
ekstra yang terjadi lebih awal, berasal dari atrium, pada sinyal
ECG terdapat gelombang P abnormal [13], [14], [15].
¢) Premature Ventricular Contracion (PVC)

Premature ventricular contracion (PVC) adalah detak
jantung ekstra yang berasal dari ventrikel. Pada sinyal ecg
tampak QRS lebar dan bentuknya abnormal, muncul sebelum
gelombang detak normal [16], [17], [18].

d) Fusion of Ventricular and Normal

Fusion of ventricular and normal adalah detak jantung
yang berbentuk dari gabungan antara implus dari nodus
normal (SA) dan dari ventrikel. Pada sinyal ECG, memiliki
QRS yang kompleks dimana QRS itu berbentuk hybrid
antara normal dan premature [19].

e) Fusion of Paced and Normal

Fusion of paced and normal adalah fusion beat yang
terjadi pada pasien dengan alat pacu jantung (pacemaker).
Detak alami dan detak dari pacemaker menstimulasi ventrikel
hampir bersamaan. Sehingga menghasilkan bentuk QRS
gabungan (hybrid) antara normal dan paced [20], [21].

C. Convolutional Neural Network (CNN)

Convolutional neural network (CNN) model yang
termasuk metode dari deep learning yang menggunakan
jaringan syaraf tiruan untuk mengimplementasikan
permasalah yang mempelajari data-data yang ada [22].
Arsitektur CNN dapat dilihat pada Gambar 2 (C).
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FEATURE LEARNING

GAMBAR 2
(C) ARSITEKTUR CNN [23]

CLASSIFICATION

Convolutional neural network (CNN) memiliki bagian-
bagian seperti, input layer, convolutional layer, pooling
layer, activation function, fully connected layer, loss
function. Bagian ini merupakan isi dari arstitektur CNN itu
sendiri yang berguna untuk melakukan klasifikasi akan data
[24].

D. Recurrent Neural Network (RNN)

Recurrent neural network (RNN) adalah jaringan saraf
tiruan yang sangat cocok pada data berurutan. RNN memiliki
koneksi berulang yang memungkinkannya mempertahankan
status internal yang secara efektif memungkinkan jaringan
untuk menyimpan memori masukkan sebelumnya [25].
Aristektur RNN bisa dilihat pada Gambar 3 (D).
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GAMBAR 3
(D) ARSITEKTUR RNN [26]

Aristektur dasar RNN terdiri dari input layer (x;), hidden
layer (h;) dan output layer (y.). Input layer (x,) digunakan
untuk menerima input urutan setiap waktu. Hidden layer
digunakan untuk menyimpan dan memperbarui memori (h;).
Output layer digunakan untuk menghasilkan output (y;) pada
setiap waktu[26]. Persamaan rumus pada model RNN
dituliskan pada persamaan (1), (2).

he = on(Wypx, + Whynt-1 — bn) (1)
Yt = Cry(VVhym + by) (2)
Keterangan :
h; . Hidden State
a . Activation Function Sigmoid
w . Weight
Yt : Output
b . Bias

E. Long Short Term Memory (LSTM)

Long short term memory (LSTM) adalah jenis recurrent
neural network (RNN) yang dirancang untuk menangkap
ketergantungan jangka panjang dalam data berurutan [27].
Arsitektrur LSTM dapat dilihat pada Gambar 4 (E).
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GAMBAR 4
(E) ARSITEKTUR LSTM [28]

Arsitektur dasar LSTM terdiri dari 2 State yaitu cell state
dan hidden State dan 3 gates yaitu input gate, output gate, dan
forget gate [28]. Persamaan rumus pada model LSTM
dituliskan pada persamaan (3), (4), (5), (6), (7), (8).

ht = o, - tanh(cy) 3)
0 = 0(Woxe + Ugne—s + by) 4)
Ce=ft Ce—1+ig G (%)
¢; = tanh (Wexe + U ney + bg,) (6)
ft = U(fot + Ufht—l = bf)
(7
it = O'(Wixt + Uiht—l + bz) (8)
Keterangan :
h¢ :  Hidden State
Ct . New Memory Content
Ct . Cell State
tanh Activation Function Tanh
a 1 Activation Function Sigmoid
w : Weight
U 1 Weight
(o . Output Gate
fe . Forget Gate
iy . Input Gate
b :  Bias
he_q 1 Hidden state sebelumnya
X Input pada waktu ke-t

F. Gated Recurrent Units (GRU)

Gated recurrent units (GRU) varian LSTM yang
disederhanakan  yang  secara efisien = menangkap
ketergantungan di berbagai skala waktu [27]. Arsitektrur
GRU dapat dilihat pada Gambar 5 (F).
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GAMBAR 5
(F) ARSITEKTUR GRU [28]

Arsitektur GRU tidak seperti LSTM yang memiliki tiga
gates (input gate, output gate, forget gate) dan 2 state (hidden
state dan cell state), GRU hanya memiliki hidden state dan 2
gates utama antara lain update gate dan reset gate [28].
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Persamaan rumus pada model GRU dituliskan pada
persamaan (9), (10), (11), (12).

he =1 —zyhey + 2 he ©)]
zy = 0(Wyxe + Uyney+ by) (10)
hy = tanh (Wx; + U(r, - he_y) + by, (11)
1y = 0(Wpxe + Upney + by) (12)
Keterangan :
h¢ . Hidden State
i . New Candidate Hidden State
tanh Activation Function Tanh
a . Activation Function Sigmoid
w . Weight
U . Weight
Zt . Update Gate
¢ . Reset Gate
b . Bias
he_q . Hidden state sebelumnya
Xt Input pada waktu ke-t

G. Confussion Matrix

Confusion matrix adalah sebuah tabel
yang berfungsi untuk menilai performa model atau sistem
klasifikasi terhadap data ~ yang  label  kelasnya sudah
diketahui. Confusion matrix mencakup empat nilai, yaitu true
positive (TP) yang merupakan jumlah data
yang tepat diklasifikasikan sebagai positif oleh model, false
positive (FP) yang mewakili jumlah data negatif yang keliru
diidentifikasi sebagai positif oleh model klasifikasi, false
negative (FN) yang menunjukkan jumlah data positif yang
salah ditandai sebagai negatif oleh model klasifikasi, dan frue
negative  (TN)yang  adalah jumlah  data  negatif
yang berhasil diklasifikasikan  dengan tepat oleh  model
klasifikasi. Dalam penilaian model,
metrik utama yang diterapkan meliputi accuracy, presicion,
recall, fl-score,dan . [29]. Confussion Matrix ditunjukan
pada tabel 1 (a).

TABEL 1
(A) CONFUSSION MATRIX
True False
P FP
True (Positive) (True Positive) (False Positive)
Correct Result Unexpected Result
N
FN
(True Negative)
False (Negative) | (False Negative)
Correct Absence
Missing Result
of Result

a) Accuracy

Accuracy menunjukkan jumlah prediksi yang benar
dibandingkan dengan seluruh prediksi. Persamaan accuracy
ditunjukan pada persamaan (13).
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TP+TN
TP+TN+FP+FN

(13)

Accucary =

b) Precision

Precision adalah ukuran yang menunjukkan seberapa
banyak prediksi positif yang dibuat benar. Persaaman
precision ditunjukan pada persamaan (14).

..o TP
precision = 5 (14)
¢) Recall
Recall adalah seberapa banyak kasus yang berhasil
diidentifikasi sebagai positif jika dibandingkan

dengan jumlah total kasus positif dalam data.. Persamaan
recall ditunjukan pada persamaan (15).

TP

= — 1
recall TPTEN (15)

d) Fl-Score
Fl-score memperhitungkan kedua rasio precision dan
recall secara seimbang. Persamaan fl-score ditunjukan
pada persamaan (16).

precision X recall

fl—score=2 X

) (16)

precision + recall

III. METODE

Gambaran umum alur penelitian pada penelitian ini dapat
dilihat pada gambar 6 (III).

Pean;?speLtﬂan —> EDA > Preprocessing
Analisis Hasil Model le—| TestingModel | | Training Model
GAMBAR 6
(III) ALUR PENELITIAN

A. Pengumpulan Dataset

Data pada penelitian ini dataset diambil dari Kaggle
dengan judul “ECG Hearbeat Categorization Dataset” dan
ditulis dalam penelitian yang berjudul “ECG Heartbeat
Classification: A Deep Transferable Representation ”
[31[30].

B. EDA

Dataset yang digunakan dalam penelitian ini memiliki 2
dataset diantaranya dataset training dan juga dataset testing.
Jumlah data yang dimiliki pada dataset training sebesar
87554, untuk dataset testing sebesar 21892. Tiap sampelnya
memiliki panjangg sample sebesar 1870 ms dan memiliki
frekuensi signal sebesar 120 /z.

Terdapat distribusi kelas tiap data, untuk dataset training
sendiri sebanyak, Normal sebesar 72471, Fusion of paced and
normal sebesar 6431, Premature ventricular contraction

e-Proceeding of Engineering : Vol.12, No.6 Desember 2025 | Page 10216

sebesar 5788, Artial Premature sebesar 2223, Fusion of
ventricular and normal sebesar 64 1. Sedangkan untuk dataset
testing sebanyak, Normal sebesar 18118, Fusion of paced and
normal sebesar 1608, Premature ventricular contraction
sebesar 1448, Artial Premature sebesar 556, Fusion of
ventricular and normal sebesar 162.

C. Preprocessing

Pada tahap preprocessing dilakukkannya label encoding,
splitting dataset, distribusi kelas setelah dilakukkannya
splitting dataset.

Label encoding yang digunakan untuk mengubah nilai
label menjadi nilai numerik. Normal = 0, Artial Premature =
1, Premature ventricular contraction = 2, Fusion of
ventricular and normal = 3, Fusion of paced and normal = 4.

Dataset training dibagi menjadi 2 dengan perbandingan
80 untuk training dan 20 untuk validation, sedangkan dataset
tesing menggunakan dataset testing yang sudah ada.

Terdapat distrbusi kelas baru akan tiap data, untuk dataset
training sendiri sebanyak, Normal sebesar 57892, Fusion of
paced and normal sebesar 5182, Premature ventricular
contraction sebesar 4676, Artial Premature sebesar 1797,
Fusion of ventricular and normal sebesar 496. Sedangkan
untuk dataset validation sebanyak, Normal sebesar 14579,
Fusion of paced and normal sebesar 1249, Premature
ventricular contraction sebesar 1112, Artial Premature
sebesar 426, Fusion of ventricular and normal sebesar 145.
Sedangkan untuk dataset testing sebanyak, Normal sebesar
18118, Fusion of paced and normal sebesar 1608, Premature
ventricular contraction sebesar 1448, Artial Premature
sebesar 556, Fusion of ventricular and normal sebesar 162.

D. Training Model

Pada tahap ini, dilakukannya pembuatan 4 model deep
learning, diantaranya (CNND, RNN, LSTM dan GRU) untuk
melakukan klasifikasi penyakit jantung. Model CNND dibuat
menggunakan  libray torch dengan menggunakan
Convolutional 1 dimensi, serta menggunakan kernel size
sebesar 3, stride sebesar 1, dan juga padding sebesar 1. Model
RNN, LSTM, dan GRU dibuat menggunakan libray torch
dengan menggunakan input size sebesar 1, hidden_size
sebesar 64, layer_size sebesar 1, serta output_size sebesar 5.

Setelah dilakukanya pembuatan model deep learning
model dilatih menggunakan dataset training dan validation
yang telah dilakukan pada tahap pembagian dataset.
Pelatihan tiap model dilatih menggunakan parameter epoch
sebesar 100, batch size sebesar 64, learning rate sebesar 0,001
dan menggunakan optimizer Adam.

E. Testing Model

Pada tahap testing model, model yang telah dilakukan
pelatihan pada tahap training model akan dilakukan testing
model menggunakan dataset testing yang belum pernah
dilihat selama proses pelatihan dan validasi. Testing model
ini bertujuan untuk mengevaluasi kemampuan model dalam
melakukan klasifikasi penyakit jantung pada data yang benar-
benar baru. Evaluation matrix yang digunakan seperti
accuracy model, rata-rata akan precision, recall dan F1-score
pada masing-masing kelas guna menilai kinerja model. Hasil
dari tahap ini memberikan gambaran yang lebih objektif
terkait seberapa baik model dalam melakukan klasifikasi
pada dataset testing.
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Iv. HASIL DAN PEMBAHASAN

Dalam penelitian ini, model yang digunakan untuk
melakukan klasifikasi penyakit jantung adalah CNN, RNN,
LSTM, dan GRU. Untuk mendapatkan hasil evaluasi yang
terbaik, dilakukan pelatihan model dengan menggunakan
parameter sebagai berikut. Epoch sebesar 100, Batch Size
sebesar 64, Learning Rate sebesar 0.001, dan menggunakan
Optimizer Adam.

A. Training Model
Pada tahap dilakukan training model dengan
menggunakan parameter yang telah disebutkan sebelumnya.
Hasil Training model CNN dapat dilihat pada gambar 7
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GAMBAR 7
(A) HASIL TRAIN VALIDATION LOSS CNN

Hasil Training model RNN dapat dilihat pada gambar 8
(A).
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GAMBAR 8
(A) HASIL TRAIN VALIDATION LOSS RNN

Hasil Training model LSTM dapat dilihat pada gambar 9
(A).
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(A) HASIL TRAIN VALIDATION LOSS LSTM
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Hasil Training model GRU dapat dilihat pada gambar 10

(A).
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GAMBAR 10
(A) HASIL TRAIN VALIDATION LOSS GRU

Berdasarkan grafik training dan validation loss pada
Gambear 7 hingga 10, terlihat perbedaan performa tiap model
dalam proses training. Model CNN pada gambar 7
mengalami overfitting, dengan akurasi training 0.9990 dan
validation 0.9862, serta loss masing-masing 0.0038 dan
0.2054. Model RNN pada Gambar 8 menunjukkan training
yang tidak stabil, terutama setelah epoch ke-60, dengan
akurasi training 0.8265 dan validation 0.8326, serta loss
0.6554 dan 0.6423.

Sebaliknya, model LSTM dan GRU pada Gambar 9 dan
10 menunjukkan proses training yang baik, ditandai dengan
penurunan loss yang konsisten pada training dan validation.
Pada Gambar 9, akurasi training dan validation masing-
masing sebesar 0.9699 dan 0.9669, dengan loss 0.1185 dan
0.1268. Sedangkan pada Gambar 10 , diperoleh akurasi
0.9887 dan 0.9811, dengan loss 0.0389 dan 0.0650.

B. Testing Model

Pada Tahap ini dilakukanya testing akan tiap model
dengan menggunakan dataset yang belum pernah di lihat
sebelumnya, dengan menggunakan dataset testing sebesar
21892 sample signal. Hasil testing model pun diukur
menggunakan evaluation matrix diantaranya precision,
recall, F1-Score, accuracy, dan Macro Avg yaitu nilai rata
rata dari precision, recall, F1-Score dari tiap distribusi kelas.
Serta dibuatnya confusion matrix untuk untuk melihat
distribusi prediksi model terhadap kelas yang sebenarnya.
Model yang di testing pada tahap ini diantaranya CNN, RNN,
LSTM, dan GRU.

Hasil Testing model CNN dapat dilihat pada gambar 11

(B).

Confusion Matrix
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GAMBAR 11
(B) HASIL CONFUSSION MATRIX MODEL CNN

Hasil Testing model RNN dapat dilihat pada gambar 12
(B).
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GAMBAR 12
(B) HASIL CONFUSSION MATRIX MODEL RNN

Hasil Testing model LSTM dapat dilihat pada gambar 13
(B).
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GAMBAR 13
(B) HASIL CONFUSSION MATRIX MODEL LSTM

Hasil Testing model GRU dapat dilihat pada gambar 14
(B).
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GAMBAR 14
(B) HASIL CONFUSSION MATRIX MODEL GRU

C. Hasil Analisis

Hasil Analisis pada penelitian ini, dilakukannya evaluasi
tiap model deep learning yang telah melewati tahap training
model dan testing model, model yang telah melawati 2 tahap
itu meliputi :

1. CNN

2. RNN
3. LST™M
4. GRU

Hasil evaluasi tiap model, dapat dilihat pada tabel 2 (C).
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TABEL 2
(C) HASIL EVALUASI TIAP MODEL
Model | Accuracy | Precision Recall | Fl-Score
CNN 0.98 0.92 0.90 0.91
RNN 0.83 0.17 0.20 0.18
LSTM 0.97 0.89 0.79 0.82
GRU 0.98 0.90 0.89 0.90

Testing 4 model deep learning didapatkan hasil bahwa:

1. CNN mendapatkan hasil performa yang terbaik
pada saat testing, dengan akurasi sebesar 0.98 precision
sebesar 0.92,recall sebesar 0.90, dan f1-score sebesar 0.91.
Meskipun model mengalami overfitting selama pelatihan
dapat dilihat pada gambar 4.1 namun model tetap mampu
memberikan generalisasi yang baik pada pengujian.

2. GRU mendapatkan hasil performa yang sama
baiknya dengan CNN, dengan akurasi sebesar 0.98 precision
sebesar 0.90, recall sebesar 0.89, dan f1-score sebesar 0.90.
Model GRU tidak mengalami overfitting selama pelatihan
dapat dilihat pada gambar 4.4. Tidak seperti model CNN
yang mengalami overfitting.

3. LSTM mendapatkan hasil performa bagus dengan
akurasi sebesar 0.97, precission sebesar 0.89, recall sebesar
0.79, dan fl-score sebesar 0.82. model LSTM tidak
mengalami overfitting saat pelatihan dapat dilihat pada
gambar 4.3. Namun model LSTM kurang mampu dalam
mengenali seluruh kelas dengan baik.

4.  RNN mendapatkan hasil performa yang paling
rendah dimana mendapatkan akurasi sebesar 0.83, precision
sebesar 0.17, recall sebesar 0.20, dan f1-score sebesar 0.18.
model RNN Masih belum belajar dengan baik, bisa dilihat
pada graph train val loss gambar 4.2. Model RNN mengalami
underfitting sehingga membuat hasil performa paling rendah
dibandingkan yang lain.

V. KESIMPULAN

Berdasarkan hasil penelitian yang telah dilakukan, dapat
disimpulkan bahwa dari penerapan 4 model Deep Learning
dalam melakukan klasifikasi penyakit jantung dengan dataset
berbentuk signal ECG dari dataset MIT-BIH Arrythmia,
menghasilkan beberapa performa yang sangat baik. Model di
training menggunakan dataset signal dengan 5 kelas yaitu
Normal, Artial Premature, Premature Ventricular
Contraction, Fusion of Ventricular and Normal, Fusion of
Paced and Normal. Model yang memiliki performa terbaik
pada tahap testing adalah model CNN dimana didapatakan
hasil akurasi sebesar 0.98 dengan rata-rata precision sebesar
0.92, rata-rata recall sebesar 0.90 dan rata-rata F1-Score
sebesar 0.91. Untuk model yang memiliki performa terbaik
kedua pada tahap testing adalah model GRU dimana
didapatkan hasil akurasi sebesar 0.98 dengan rata-rata
precision 0.90, rata-rata recall sebesar 0.89, dan rata-rata F1-
Score sebesar 0.90. Untuk model yang memiliki kinerja
performa terburuk pada tahap testing adalah model RNN
dimana didapatkan hasil akurasi sebesar 0.83 dengan rata-
rata precison sebesar 0.17, rata-rata recall sebesar 0.20, dan
rata-rata F1-Score sebesar 0.18. Untuk model LSTM
memiliki performa cukup baik, namun model LSTM masih
lemah dalam mengklasifikasi pada kelas 1 dan 3, sehingga
hasil performa dari model LSTM tidak sebaik dengan model
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CNN dan GRU, hasil akurasi yang didapatkan oleh model
LSTM sebesar 0.97 dengan rata-rata Precision sebesar 0.89,
rata-rata recall sebesar 0.79, dan rata-rata F1-Score sebesar
0.82. Hasil tersebut menunjukkan bahwa model CNN, dan
GRU mampu melakukan klasifikasi penyakit jantung pada
dataset berbentuk signal ECG dengan baik dan konsisten.
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