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Abstract—This paper proposes a method to classify between
the clean and the contaminated signal by motion artifact (MA)
signal on functional near-infrared spectroscopy (fNIRS) signals,
by extracting the signal features based on independent component
analysis (ICA) and statistical models using classification tree as the
classifier. The extracted features such as kurtosis, skewness, mean,
variance, standard deviation, interquartile range, and weight
vector are used in a classification tree as the prediction model
for class classification. The result of this paper is to acknowledge
the performance of classification tree to classify the fNIRS signals,
which results in 88.9% accuracy, 81% sensitivity, 100% specificity,
and 0.83 value of area under convergence (AUC).

Index Terms—fNIRS, ICA, feature extraction, classification tree

I. INTRODUCTION

FNIRS is one of the brain imaging methods to detect and
monitor the brain activity, the detected data in the form of
signal usually contains an unwanted signal or noise. Noise can
be in various forms, one of the examples is motion artifact
that is contained in the fNIRS data which is discussed in this
paper. FNIRS data are chosen since it is one of the non-
invasive methods which is widely used to detect the brain
activity by looking at the oxy-Hemoglobin (oxy-Hb) and deoxy-
Hemoglobin (deoxy-Hb) levels [1]. The fNIRS data that is used
in this paper is obtained from physionet and contains the data
from nine subjects [1]. This paper aims to use ICA as the
method to extract the features of the contaminated and the clean
signals. Following the obtained features, classification tree is
used to process those features to be trained as the parameters for
classification. In order to know if classification tree is feasible
to use for classification, we analyze the accuracy result and
other parameters such as sensitivity, specificity, and AUC.

II. METHODOLOGY

This research aims to obtain the parameters to classify the
types of fNIRS signals. ICA and statistical methods are used in
this paper since these methods is used to extract features which
is needed to classify the fNIRS signals classes.

A. ICA

Independent component analysis (ICA) is an algorithm to
separate between two or more independent signals from a

mixing signal, also means separating a different source signals
[2].

x = As (1)

where x is the observed variables, A is the mixing matrix, and
s is the independent components [2].

B. Feature Extraction

In this paper, we are doing feature extraction to classify
between two types of fNIRS signals, and since we are using
the ICA method that works together with statistical model,
therefore the features we are looking for are based on these
two models. There are seven features which we are extracting
from the data as mentioned below:

1) Kurtosis
Kurtosis is the outliers occurring in the data, high kurtosis
results in the appearance of the outliers, and vice versa
for low kurtosis resulting where a lack of outliers occur.

kurtosis =

∑N
i=1(Yi − Ȳ )4/N

s4
(2)

where Ȳ is the mean, s is the standard deviation, and N
is the number of data points [3].

2) Skewness
Skewness is a parameter to measure the symmetry value
of the data.

skewness =

∑N
i=1(Yi − Ȳ )3/N

s3
(3)

where Ȳ is the mean, s is the standard deviation, and N
is the number of data points [3].

3) Mean
Mean is the average value of data obtained from the total
value of data divided by the number of data.

4) Variance
Variance is the measurement of a spread data sets.

σ2 =

∑
(X − µ)2

N
(4)

where σ2 is the variance, µ is the mean, and N is the
number of data points [4].

5) Standard Deviation
Standard deviation is the square root of the variance.
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6) Interquartile Range (IQR)
IQR value obtained when the data set divided into quar-
tiles, where the average value of data measured in each
quartile.

IQR = Q3 −Q1 (5)

where Q3 is the third quartile and Q1 is the first quartile.
7) Weight Vector

Weight vector is a variable used as the multiplication
vector which gives weight in the process of separating
signals from the mixed signal.

C. Classification Tree

Classification tree or decision tree is one of the methods for
classification in machine learning. The root-node represents the
fNIRS signal, the sub-nodes represents features, the edge node
represents the result from feature extraction, and lastly the label
represents contaminated (MA) class and clean class [5].

D. Performance Analysis

To achieve the result of this research, we are analyzing these
four parameters as the results from classification.

1) Accuracy: Accuracy here means the level of percentage
that represents the performance of classification tree in classi-
fying the classes of fNIRS signals, the higher the percentage
shows that the classification tree is classifying correctly.

2) Sensitivity and Specificity: Sensitivity in this paper refers
to the ability of the method to correctly identify that a data is
classified as their class, the true positive rate of the data. On
the contrary, specificity is the ability to identify that the data
is not classified as their class.

sensitivity =
TP

TP + FN
(6)

specificity =
TN

TN + FP
(7)

where TP is true positive, TN is true negative, FP is
false positive, and FN is the false negative, all this values
are obtained from the confusion matrix. The confusion matrix
is a matrix of prediction and the actual class of classification,
from this we can calculate the true and false objects [6].

3) AUC: Area under convergence (AUC) is acquired from
the range of convergence (ROC) curve. ROC curve is used to
visualize the method performance on classification. The curve
represents the true positive rate on the y-axis and false negative
rate on the x-axis, both of this value are obtained from the
confusion matrix. The perfect AUC value is 1, and it shows
that both of the classes are perfectly separated [7].

III. RESULT AND ANALYSIS

In this section, we are analyze the performance parameters
which are accuracy, sensitivity, specificity, and AUC. The total
data which we classify are 36 data, consists of 18 contaminated
data and 18 clean data obtained from physionet.

Accuracy and AUC value we can directly obtain from the
computation result, while for sensitivity and specificity we

TABLE I: Results Performance of Classification

TP TN FP FN
18 14 0 4

need to calculate the value from equation 6 and 7 with the
information obtained from confusion matrix as shown in table
I.

TABLE II: Results Performance of Classification

Accuracy Sensitivity Specificity AUC
88.9% 81% 100% 0.83

This table II shows the performance results of classification
tree in classifying the classes of contaminated and clean fNIRS
signals. The accuracy and sensitivity does not reach 100% since
there are four variables that failed to be classified, due to this
case, the AUC value also less than 1.

IV. CONCLUSION

This paper concludes the analysis of the classification tree
performance to classify between two classes in fNIRS signals
using the features extracted by applying the ICA and statistical
models. From the classification process using classification
tree, we achieved a high accuracy level that is 88.9%, this
value shows that the classification tree is feasible enough for
classification.
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