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Abstract—Computer vision is one of the favorite research topics
recently, especially for object detection task. Faster Region-
based Convolutional Neural Network (R-CNN) is a state-of-
the-art object detection algorithm. This method has an excel-
lent performance influenced by several parameters such as the
number of convolution layers, epoch, padding scheme, network
initialization, etc. In this paper, we perform an analysis of the
impact of transfer learning using pre-trained AlexNet on Faster
R-CNN for vehicle detection. Transfer learning method enables
us to use a small amount of training data and training time to
achieve good performance. Based on the experimental results, the
performance of transfer learning has significant improvement by
15.9% compared to the full-training model with mAP of 73.1%
at 10th epoch.

Keywords–Convolutional neural network; Transfer learning;
Object detection; Vehicle detection.

I. INTRODUCTION

Artificial Intelligence is the most emerging research area
lately, computer vision is one of this branches that has many
developments. Computer vision algorithms teach a machine
how to have a similar vision as human. We can implement
object detection in several applications, such as video surveil-
lance, face recognition and detection, also visual tracking
[1], [2]. In this paper, we implement transfer learning with
pre-trained AlexNet [3] using our dataset [4], then we use
the results as our convolutional layer in Faster R-CNN [5]
algorithm. We consider transfer learning because this method
enables us to use a small amount of training data without
suffering declining performance.

II. SYSTEM MODEL

The main idea of transfer learning is to reuse the previous
network knowledge, then we perform fine-tuning on the net-
work using a small amount of data [6]. The key benefits from
this method are we can use a smaller dataset to achieve good
performance and also required little time to train the network.
Transfer learning usually conducted in a pre-trained network
such as [3] or [7], because these networks were trained in a
large dataset and have broad knowledge in many classes or
objects. The reasons why this transfer learning works because
the existed knowledge from the network has some intersected
class with the new dataset. The illustration of our system model
for transfer learning is shown in Fig. 1.
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Figure 1. Illustration of transfer learning for vehicle detection.

III. PERFORMANCE ANALYSIS

In this paper, we use mean average precision (mAP) [8] as
a performance parameter. In each class that is detected will be
made a precision curve against the recall. A recall (r) is defined
as the comparison of all positive samples from all samples in
that class. While precision (p) is a comparison of the number
of positive samples from positive classes:

r =
tp

tp+ fn
, p =

tp

tp+ fp
, (1)

where tp, fn, and fp denotes as true positive, false negative,
and false positive.

The AP calculates curves from precision to recall, which
are samples the curve at all unique recall values or for every
true positive. AP can be defined as follows with M is the
number of expected samples:

AP =
1

M

∑
r

p(r), (2)

where r is the set of numbers by the formula

r =

{
k

M

∣∣∣∣0 ≤ k ≤M,k ∈ N0

}
. (3)

The mAP is the mean value of AP for each class. So that it
can be defined as follows with N is the number of classes.

mAP =

∑N
i=1 AP (i)

N
. (4)

Detection is called successful if 50% of the bounding box
(Bp) prediction area intersects with ground truth (Bp). This
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method is commonly referred to as Intersection over Union
(IoU) which is formulated as follows:

IoU =
area(Bp

⋂
Bgt)

area(Bp
⋃
Bgt)

. (5)

IV. EXPERIMENTAL RESULTS

We are focused on vehicle detection with 4 different type
of objects, there is a car, motorcycle, truck, and bus using
[4] dataset. In Fig. 2 shows the comparison between transfer
learning and full-training method. The transfer learning method
provides outstanding performance in comparison with the full-
training method with mAP gap of 15.9%, then the performance
steadily produces small improvement with increasing epoch.
Comparatively, the full-training method provides much lower
performance, but then significantly improve and peaked at 50th
epoch. The results proved that transfer learning results best
when having a little amount of time or epoch for training.
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Figure 2. Detection mean average precision (percent) for transfer learning
and full-training in every epoch sample.

V. CONCLUSION

We have concluded that transfer learning can achieve better
performance with only using a small amount for training data
and also with small epoch.
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