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Abstract—Computer vision is one of the favorite research topics 
recently, This paper will analyze the effect of proactive flow on 
network downtime when there is a link failure. The network is 
designed using a data center network model and OpenDaylight as 
SDN controller. Proactive flow has global view of the network 
before the first packet arrives. Refers to that, the changes of the 
network when sending packets will have an impact on the 
continuity of packets transmission. The result shows that downtime 
due to the link failure during packets transmission is 3.5 seconds. 
 
Keywords— Software Defined Network, OpenFlow, OpenDaylight, 
Proactive Flow. 

 
  

 
 
 
 

 
 

 
I. INTRODUCTION 

 
Software Defined Network (SDN) is a new paradigm to 

manage networks by separating the control plane and data 
plane. The separation offers efficiency on maintaining the 
network because it centralized on SDN controllers. The SDN 
considered as the answer for telecommunications industry 
problems where the networks currently very complex and 
growing time by time. However, the separation can refer to 
another problem where the communication between data plane 
and control plane can result delay on the network. 
 

Forwarding decision on data plane are flow based[1]. The 
SDN controller select which path the packets must pass by 
installing flow entries to the flow table in each forwarding 
devices[2]. It means there are a set of rules that has to matched 
by the packets and instructions how the suitable packets will be 
processed. OpenFlow protocol commonly used in SDN for 
communication between the control plane and data plane[1]. 
With OpenFlow the SDN controllers can manage, add, update, 
and delete the flow entries on forwarding devices[3]. The flow 
entries can be installed statically or dynamically by proactive, 
reactive, or hybrid flow. 
 

Currently, SDN controller applications using proactive flow 
as main logic to install the flow entries[1]. With proactive flow 
the controller already has the global view and infomation of the 
networks. The flow entries have been defined before the first 
packet arrives[4]. When the first packet arrived in the networks  

 
 

Fig. 1. Proactive Flow Algorithm [4]. 
 
then forwarding devices send packet_in to the controller and the 
controller will install the flow entries to every forwarding 
device. The proactive flow algorithm presents on Fig. 1. 

Refers to that, the changes on the network such as link 
failure or switch failure can lead a downtime because a new 
flow entry must be updated. The goal of this paper is to 
calculate how much time the controller takes to update the new 
flow entries during packets transmission. 
 

II. SYSTEM MODEL AND SCENARIO 
 

This research will be simulated virtually, Fig. 2. The 
emulator that we used to create the data plane is mininet 
because it supports OpenVSwitch. For the SDN controller we 
used Opendaylight framework. Opendaylight framework 
widely used on data center model network. The flow entries in 
OpenVSwitch will be installed by proactive flow as we want 
to measure the network downtime with this flow approach. 
The entire system will be virtualized using the VirtualBox 
hypervisor. 

We conduct a series of test by terminate a link when 
packets transmission occurs. By varying the number of 
packets, 1000, 5000, 10000, 15000, and 20000. Five attemps 
are made on each number of packets and the delay between 
each packet sent is 1ms. In the end, we calculate the average 
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downtime. Downtime calculated by: 
 

𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒 𝑠 = 𝑅𝑇𝑇	𝑡𝑜𝑡𝑎𝑙	𝑏𝑒𝑓𝑜𝑟𝑒	𝑙𝑖𝑛𝑘	𝑓𝑎𝑖𝑙𝑢𝑟𝑒 𝑠 −
𝑅𝑇𝑇	𝑡𝑜𝑡𝑎𝑙	𝑎𝑓𝑡𝑒𝑟	𝑙𝑖𝑛𝑘	𝑓𝑎𝑖𝑙𝑢𝑟𝑒	(𝑠),        (1) 

 
 
 

 
 
 
 
 
 
 
 

Fig. 2. System model of the test. 
 

III. PERFORMANCE ANALYSIS 
 
From the test we got result, Fig. 3., downtime average 2.2 

seconds on 1000 packets, 3.3 seconds on 5000 packets, 3.6 
seconds on 10000 packets, 3.4 seconds on 15000 packets, and 
4.8 seconds on 20000 packets. Then we calculate by average 
the result. So the downtime network is 3.5 seconds. 

 
 
 
 
 
 
 
 
 
 

Fig. 3. Downtime average when link failure occurs. 
 

 
IV. CONCLUSION 

The network changes during packets transmission indeed 
results an extra delay. With proactive flow as the approach to 
install the flow entries, it takes 3.5 seconds downtime to update 
the flow table and continue the packets transmission. 
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